Modeling Recrystallization and grain growth phenomena

1.1 Introduction

The use of models for describing recrystallization phenomena with the aim of predicting crystallographic texture, kinetics, microstructure, and mechanical properties in the context of materials processing is a challenging task [306-325]. This judgment is motivated by the common observation that substantial changes in recrystallization phenomena can be stimulated by rather small modifications in the metallurgical state (e.g. chemical purity, thermodynamic state, crystallographic texture, microstructure inhomogeneity, microstructure inheritance from preceding process steps) or in the external boundary conditions (time, temperature fields, strain fields, joint thermal and mechanical constraints) [40,43,61]. This sensitivity of recrystallization is due to the fact that most of the metallurgical mechanisms involved during texture formation in the course of recrystallization such as grain nucleation, grain boundary mobility, or impurity drag effects are thermally activated. Typically these mechanisms follow Arrhenius functions the arguments of which can strongly depend on some of the parameters listed above and interact with each other in a nonlinear fashion. Similarly, the microstructural state of the deformed material from which recrystallization proceeds is often not well known or not so well reproduced in models. The requirement to establish a better connection between the inherited deformation microstructure and the onset of recrystallization has been reflected in a number of investigations that aimed at using for instance crystal plasticity finite element simulation results as starting configurations for recrystallization simulations [170,172,200,308,309,318,320]. Although various types of homogenization models of crystal deformation are nowadays capable of providing information about the average behavior of the material in the course of a thermomechanical process it are often the details and inhomogeneities, i.e. the singularities in the deformed structure that strongly affect recrystallization. This means that even a good knowledge of average plasticity parameters does not generally solve the open questions pending in the field of recrystallization modeling [170,172].

Moreover, in commercial metal manufacturing processes typically encountered in physical metallurgy many of the influencing factors, be they of a metallurgical or of a processing nature, are usually neither exactly known nor sufficiently well defined to apply models which require a high degree of precision with regard to the input parameters.

These remarks underline that the selection of an appropriate recrystallization multiscale model for the prediction of crystallographic texture, microstructure, and properties for a given process must
follow a clear concept as to what exactly is expected from such a model and what cannot be predicted by it in view of the points made above. This applies in particular to cases where a model for the simulation of recrystallization textures is to be used in conjunction with real manufacturing processes.

The main challenge of using multiscale process models for recrystallization, therefore, lies in selecting the right model for a well-defined task, i.e. it must be agreed which microstructural property is to be simulated and what kind of properties should be subsequently calculated from these microstructure data. From that it is obvious that no model exists which could satisfy all questions that may arise in the context of recrystallization textures. Also one has to clearly separate between the aim of predicting recrystallization textures and microstructures [43,56,59,170] on the one hand and the materials properties (functional or mechanical) on the other. While the first task may be pursued by formulating an appropriate recrystallization model within the limits addressed above, the second challenge falls into the wide realm of microstructure-property theory. This means that one should generally separate between the prediction of the microstructure and the prediction of some property from that particular microstructure. Typically through-process modelers are interested in the final materials properties in the first place rather than in the details of the microstructure of a recrystallized material. The modern attitude towards this discrepancy is the commonly accepted understanding that a decent description of materials properties requires the use of internal (i.e. of microstructurally motivated) parameters which can be coupled to suited microstructure-property laws. A typical example along that philosophy would be the grain size prediction via a recrystallization model and the subsequent application of the Hall-Petch law for the estimation of the yield strength [322,323].

This section addresses exclusively the first question, more precisely, only models for primary static recrystallization will be tackled placing particular attention on the prediction of microstructure and crystallographic texture.

1.2 Statistical models for predicting recrystallization textures

The analytical formulation of physically based statistical models with a simple mathematical structure and yet at the same time equipped with a solid metallurgical basis for fast applications in the area of process simulation remains an important challenge in materials science [322,323]. This applies in particular for statistical recrystallization models which pursue the aim of predicting crystallographic texture, certain microstructure parameters (e.g. grain size), and even certain
mechanical properties during processing with a precision that is sufficiently robust for industrial applications.

In the past various statistical variants of the original Johnson-Mehl-Avrami-Kolmogorov (JMAK) approaches were suggested for the prediction of recrystallization textures [47-50]. These models typically combine JMAK-type kinetic evolution equations with the texture dependence of grain nucleation and the misorientation dependence of the motion of grain boundaries [59,65,85]. Examples of such orientation-dependent JMAK approaches for crystallographic texture prediction are the Bunge transformation model [326] and the Gottstein kinetic model variants [327].

This section on statistical texture models in the field of recrystallization is essentially inspired by these two formulations, particularly by the microgrowth selection model of Sebald and Gottstein which is consistently formulated on the basis of nucleation and crystal growth kinetics while the Bunge-Köhler model essentially uses crystallographic transformations of the orientation distribution functions of the deformed samples without considering kinetics [326].

In the Sebald-Gottstein model the crystallographic texture of the deformed material is discretized in terms of a large set of discrete single orientations which approximate a given orientation distribution function of a plastically deformed specimen using typically cold rolled sheet material. Sebald and Gottstein investigated several nucleation mechanisms with respect to the orientation and misorientation distribution they create at the incipient stages of recrystallization. The information that was provided by the sub-models for nucleation are the orientation dependent density of nuclei within the deformed crystals with a given crystallographic orientation. This means that the nucleation sub-models initiate the orientation and misorientation distributions of the nuclei for primary recrystallization. The different types of nucleation processes investigated so far were random nucleation creating both, a random nucleus texture and a random misorientation distribution, nucleation at shear bands forming a random nucleus texture with a non-random misorientation distribution; and nucleation due to preexisting nuclei creating a nucleus texture similar to the deformation texture in conjunction with a narrow misorientation distribution.

The growth rate of the nuclei corresponds to their grain boundary velocity which is given by the product of the grain boundary mobility and the driving force. The mobility of a grain boundary depends on the misorientation between the growing and the deformed grain. The model can distinguish three categories of grain boundaries, namely, small angle, high angle and special boundaries. Small angle grain boundaries are assumed to be essentially immobile. In the case of aluminum it is generally accepted that grain boundaries with near 40°<111> misorientation may show particularly high mobilities so that such interfaces are treated as special boundaries [80-82,85-87,90-94]. This is realized in the simulations of Gottstein and Sebald by assigning higher mobilities
to such grain boundaries. The mobility of an average high angle grain boundary is typically set to 20% of the maximum occurring mobility. The driving force for primary static recrystallization is the difference of the stored energy density between the deformed matrix and the nucleus which in such models typically approximated in terms of the Taylor factor. Growth of the newly formed nuclei is assumed to be isotropic, but it ceases when the nuclei impinge. This means that a growing nucleus can only grow into the non-recrystallized volume fraction. This portion of the material can be calculated according to the JMAK theory which provides a relation between the increase in the recrystallized volume fraction for unconstrained growth (so called expanded volume fraction) and the true or constrained increase under consideration of grain impingement for a random spatial distribution.

When compared to the Potts Monte Carlo [272-284], cellular automaton [325,328-339], or vertex-type front tracking models [266-271], statistical JMAK-type approaches such as exemplarily presented here are more efficient for physically-based recrystallization texture predictions in the field of materials processing owing to their semi-statistical formulation. On the other hand, statistical models neglect important local features of the microstructures such as grain topology, grain neighborhood, and the local curvature of an interface. This can be a disadvantage when applying statistical models to heterogeneous microstructures.

1.3 Spatially discrete models for simulating recrystallization

Introduction

The design of time and space discretized recrystallization models for predicting texture and microstructure in the course of materials processing which predict kinetics and energies in a local fashion are of interest for two reasons. First, from a fundamental point of view it is desirable to understand better the dynamics and the topology of microstructures that arise from the interaction of large numbers of lattice defects which are characterized by a wide spectrum of intrinsic properties and interactions in spatially heterogeneous materials under complex engineering boundary conditions. For instance, in the field of recrystallization (and grain growth) the influence of local grain boundary characteristics (mobility, energy), local driving forces, and local crystallographic textures on the final microstructure is of particular interest. An important point of interest in that context, however, is the question how local such a models should be in its spatial discretization in order to really provide microstructural input that cannot be equivalently provided by statistical methods. In the worst case a problem in that field may be that spatially discrete recrystallization
models may have the tendency to pretend a high degree of precision without actually providing it. In other words even in highly discretized recrystallization models the physics always lies in the details of the constitutive description of the kinetics and thermodynamics of the deformation structure and of the interfaces involved. The mere fact that a model is formulated in a discrete fashion does not, as a rule, automatically render it a sophisticated model per se. Second, from a practical point of view it makes sense to predict microstructure parameters such as the crystal size or the crystallographic texture which determine the mechanical and physical properties of materials subjected to industrial processes on a sound phenomenological basis [306].

In this section on spatially discrete models particular attention is laid on cellular automatons [325,328-339], Potts-type Monte Carlo multispin models [272-284], and vertex (front tracking) models [266-271] because those three have been used in the past successfully for the simulation of recrystallization textures and microstructures. Related spatially discrete models of recrystallization phenomena such as the phase field model as metallurgically motivated derivative of the Ginzburg-Landau kinetic theory also represent elegant ways to predict the evolution of topology during recrystallization but they are up to now less well established for predicting recrystallization textures [306].

**Cellular automaton models of recrystallization**

Cellular automata are algorithms that describe the discrete spatial and temporal evolution of complex systems by applying local transformation rules to lattice cells which typically represent volume portions. The state of each lattice site is characterized in terms of a set of internal state variables. For recrystallization models these can be lattice defect quantities (stored energy), crystal orientation, or precipitation density. Each site assumes one out of a finite set of possible discrete states. The opening state of the automaton is defined by mapping the initial distribution of the values of the chosen state variables onto the lattice [328-339].

The dynamical evolution of the automaton takes place through the application of deterministic or probabilistic transformation rules (switching rules) that act on the state of each lattice point. These rules determine the state of a lattice point as a function of its previous state and the state of the neighboring sites. The number, arrangement, and range of the neighbor sites used by the transformation rule for calculating a state switch determines the range of the interaction and the local shape of the areas which evolve. Cellular automata work in discrete time steps. After each time interval the values of the state variables are updated for all points in synchrony mapping the new (or unchanged) values assigned to them through the transformation rule. Owing to these
features, cellular automata provide a discrete method of simulating the evolution of complex dynamical systems which contain large numbers of similar components on the basis of their local interactions.

Cellular automata are – like all other continuum models that work above the discrete atomic scale – not intrinsically calibrated by a characteristic physical length or time scale. This means that a cellular automaton simulation of continuum systems requires the definition of elementary units and transformation rules that adequately reflect the kinetics at the level addressed. If some of the transformation rules refer to different real time scales (e.g. recrystallization and recovery, bulk diffusion and grain boundary diffusion) it is essential to achieve a correct common scaling of the entire system. The requirement for an adjustment of time scaling among various rules is due to the fact that the transformation behavior of a cellular automaton is sometimes determined by non-coupled Boolean routines rather than by local solutions of coupled differential equations.

The following examples on the use of cellular automata for predicting recrystallization textures are designed as automata with a probabilistic transformation rule [336]. Independent variables are time and space. The latter is discretized into equally shaped cells each of which is characterized in terms of the mechanical driving force (stored deformation energy) and the crystal orientation (texture). The starting data of such automata are usually derived from experiment (for instance from a microtexture map) or from plasticity theory (for instance from crystal plasticity finite element simulations). The initial state is typically defined in terms of the distribution of the crystal orientation and of the driving force. Grains or subgrains are mapped as regions of identical crystal orientation, but the driving force may vary inside these areas.

The kinetics of the automaton gradually evolve from changes in the state of the cells (cell switches). They occur in accord with a switching rule (transformation rule) which determines the individual switching probability of each cell as a function of its previous state and the state of its neighbor cells. The switching rule is designed to map the phenomenology of primary static recrystallization. It reflects that the state of a non-recrystallized cell belonging to a deformed grain may change due to the expansion of a recrystallizing neighbor grain which grows according to the local driving force and boundary mobility. If such an expanding grain sweeps a non-recrystallized cell the stored dislocation energy of that cell drops to zero and a new orientation is assigned to it, namely that of the expanding neighbor grain. The mathematical formulation of the automaton used in this report can be found in [337]. It is derived from a probabilistic form of a linearized symmetric rate equation, which describes grain boundary motion in terms of isotropic single-atom diffusion processes perpendicular through a homogeneous planar grain boundary segment under the influence of a decrease in Gibbs energy. This means that the local progress in recrystallization can be formulated as a function of the local driving forces (stored deformation energy) and interface...
properties (grain boundary mobility). The most intricate point in such simulations consists in identifying an appropriate phenomenological rule for nucleation events.

The papers placed on this webpage above show also examples of coupling cellular automaton models with crystal plasticity finite element models for predicting recrystallization textures in Aluminium [170]. The major advantage of such an approach is that it considers the inherited material deformation heterogeneity as opposed to material homogeneity.

This type of coupling the two models, therefore, seems more appropriate when aiming at the simulation of textures formed during materials processing. Nucleation in this coupled simulation works above the subgrain scale, i.e. it does not explicitly describe cell walls and subgrain coarsening phenomena. Instead, it incorporates nucleation on a more phenomenological basis using the kinetic and thermodynamic instability criteria known from classical recrystallization theory. The kinetic instability criterion means that a successful nucleation process leads to the formation of a mobile high angle grain boundary which can sweep the surrounding deformed matrix. The thermodynamic instability criterion means that the stored energy changes across the newly formed high angle grain boundary providing a net driving force pushing it forward into the deformed matter. Nucleation in this simulation is performed in accord with these two aspects, i.e. potential nucleation sites must fulfill both, the kinetic and the thermodynamic instability criterion. The used nucleation model does not create any new orientations. At the beginning of the simulation the thermodynamic criterion, i.e. the local value of the dislocation density was first checked for all lattice points. If the dislocation density was larger than some critical value of its maximum value in the sample, the cell was spontaneously recrystallized without any orientation change, i.e. a dislocation density of zero was assigned to it and the original crystal orientation was preserved. In the next step the conventional cellular growth algorithm was used, i.e. the kinetic conditions for nucleation were checked by calculating the misorientations among all spontaneously recrystallized cells (preserving their original crystal orientation) and their immediate neighborhood considering the first, second, and third neighbor shell. If any such pair of cells revealed a misorientation above 15°, the cell flip of the unrecrystallized cell was calculated according to its actual transformation probability. In case of a successful cell flip the orientation of the first recrystallized neighbor cell was assigned to the flipped cell.

Potts-type Monte Carlo multi-spin models of recrystallization
The application of the Metropolis Monte Carlo method in microstructure simulation has gained momentum particularly through the extension of the Ising lattice model for modeling magnetic spin systems to the kinetic multistate Potts lattice model [340]. The original Ising model is in the form of an ½ spin lattice model where the internal energy of a magnetic system is calculated as the sum of pair-interaction energies between the continuum units which are attached to the nodes of a regular lattice. The Potts model deviates from the Ising model by generalizing the spin and by using a different Hamiltonian. It replaces the Boolean spin variable where only two states are admissible (spin up, spin down) by a generalized variable which can assume one out of a larger spectrum of discrete possible ground states, and accounts only for the interaction between dissimilar neighbors [272-286]. The introduction of such a spectrum of different possible spins enables one to represent domains discretely by regions of identical state (spin). For instance, in microstructure simulation such domains can be interpreted as areas of similarly oriented crystalline matter. Each of these spin orientation variables can be equipped with a set of characteristic state variable values quantifying the lattice energy, the dislocation density, the Taylor factor, or any other orientation-dependent constitutive quantity of interest. Lattice regions which consist of domains with identical spin or state are in such models translated as crystal grains. The values of the state variable enter the Hamiltonian of the Potts model. The most characteristic property of the energy operator when used for coarsening models is that it defines the interaction energy between nodes with like spins to be zero, and between nodes with unlike spins to be one. This rule makes it possible to identify interfaces and to quantify their energy as a function of the abutting domains.

According to Srolovitz et al. [272-275,341-348] a typical energy operator for Potts–type grain growth and recrystallization simulations can be written

\[ E = E^{GG} + E^{El} = \sum_{i=1}^{N} \left( \frac{J}{2} \sum_{j=1}^{nmn} (1 - \delta_{S_i S_j}) + H^{El} f(Q - S_i) \right) \]

where \( E \) is a scaled energy proportional to the total excess energy associated with the presence of lattice defects, \( E^{GG} \) a scaled energy proportional to the excess energy associated with grain boundary energy, \( E^{El} \) a scaled energy proportional to the excess energy associated with elastically stored energy, \( N \) the number of discrete lattice sites, \( nmn \) the geometrically weighted number of neighbor sites in the first, second, and third neighbor shell, \( S \) the orientational state variable, \( \delta_{S_i S_j} \) the Kronecker symbol which assumes a value of 1 if \( S_i = S_j \) and a value of 0 if \( S_i \neq S_j \), \( J \) an energy proportional to the grain boundary energy, and \( H^{El} \) an energy proportional to the stored elastic energy. \( J \) and \( H^{El} \) have a positive sign. Their respective proportionality factors relating
them to realistic energies scale the simulation with respect to temperature. The factor $\frac{1}{2}$ in eq. (1) corrects that each interface segment is counted twice. The function $f(Q_u - S_i)$ describes whether a site is recrystallized or not. The variable $Q_u$ is the number of distinct crystal orientations of unrecrystallized grains. The recrystallized sites are given orientation variables larger than $Q_u$. The step function $f(Q_u - S_i)$ assumes a value of 1 for arguments equal to or larger than 0 ($Q_u \geq S_i > 0$) and a value of 0 if the site is recrystallized, i.e. for arguments below 0 ($S_i > Q_u$).

The kinetic evolution of the Potts model which occurs in the form of domain growth is usually simulated using Metropolis or Glauber dynamics [341,342], i.e. it proceeds by randomly selecting lattice sites, switching their orientational state randomly to a new one, and weighting the resulting energy change in terms of Metropolis Monte Carlo sampling. This means that an orientation flip is generally accepted if it leads to a state of lower or equal energy and is accepted with thermal probability if it leads to an energy increase. The switching probability $W$ can be written

$$W = \begin{cases} 
\exp(-\Delta E/k_B T) & \text{if } \Delta E > 0 \\
1 & \text{if } \Delta E \leq 0
\end{cases}$$

The evaluation of the thermal fluctuation which leads to an energy increase is conducted by generating a pseudo–random number between 0 and 1 and comparing it to the actual switching probability $\exp(-\Delta E/k_B T)$. If the random number is equal or lower than the thermal probability the switch is accepted [272-284]. If it is larger the switch is rejected. If the new configuration is rejected, one counts the original position as a new one and repeats the process by switching another site. The microstructural evolution of the system is reflected by the development of the domain size and shape.

The Potts model is very versatile for describing coarsening phenomena. It takes a quasi-microscopic metallurgical view of grain growth or ripening, where the crystal interior is composed of lattice points (e.g. atom clusters) with identical energy (e.g. orientation) and the grain boundaries are the interfaces between different types of such domains. As in a real ripening scenario, interface curvature leads to increased wall energy on the convex side and thus to wall migration entailing local shrinkage. The discrete simulation steps in the Potts model, by which the system proceeds towards thermodynamic equilibrium, are typically calculated by randomly switching lattice sites and weighting the resulting interfacial energy changes in terms of Metropolis Monte Carlo sampling [272-284].
Vertex models of recrystallization

Vertex and related front tracking simulations are another alternative for engineering process models with respect to recrystallization phenomena [266-271]. Their use is currently less common when compared to the widespread application of Monte Carlo and cellular automaton models owing to their geometrical complexity and the required small integration time steps. Despite these differences to lattice based recrystallization models they have an enormous potential for predicting interface dynamics at small scales also in the context of process simulations [325].

Topological network and vertex models idealize solid materials or soap-like structures as homogeneous continua which contain interconnected boundary segments that meet at vertices, i.e. boundary junctions [42,266-271]. Depending on whether the system dynamics lies in the motion of the junctions or of the boundary segments, they are sometimes also referred to as boundary dynamics or, more generalized, as front tracking models. The grain boundaries appear as lines or line segments in two-dimensional and as planes or planar segments in three-dimensional simulations. The dynamics of these coupled interfaces or interface portions and of the vertices determine the evolution of the entire network.

The dynamical equations of the boundary and node (vertex) motion can be described in terms of a damped Newtonian equation of motion which contains a large frictional portion or, mathematically equivalent, in terms of a linearized first-order rate equation. Using the frictional form of the classical equation of motion with a strong damping term results in a steady-state motion where the velocity of the defect depends only on the local force but not on its previous velocity. The over-damped steady-state description is similar to choosing a linearized rate equation, where the defect velocity is described in terms of a temperature-dependent mobility term and the local driving pressure.

The calculation of the local forces in most vertex models is based on equilibrating the line energies of subgrain walls and high-angle grain boundaries at the interface junctions according to Herring’s equation. The enforcement of the local mechanical equilibrium at these nodes is for obvious topological reasons usually only possible by allowing the abutting interfaces to curve. These curvatures in turn act through their capillary force, which is directed towards the center of curvature, on the junctions. In sum this may lead to their displacement. In order to avoid the artificial enforcement of a constant boundary curvature between two neighboring nodes, the interfaces are usually decomposed into sequences of piecewise straight boundary segments.

Most vertex and network models use switching rules which describe the topological recombination of approaching vertices when such neighboring nodes are closer than some critical spontaneous
recombination spacing. This is an analogy to the use of phenomenological annihilation and lock-formation rules that appear in dislocation dynamics. As in all continuum models, the use of such empirical recombination laws replaces a more exact atomistic treatment.

It is worth noting in this context that the recombination rules, particularly the various values for the critical recombination spacing of specific configurations, can affect the topological results of a simulation. Depending on the underlying constitutive continuum description, vertex simulations can consider crystal orientation and, hence, misorientations across the boundaries, interface mobility, and the difference in elastic energy between adjacent grains. Due to the stereological complexity of grain boundary arrays and the large number of degrees of freedom encountered in such approaches, most network simulations are currently confined to the two-dimensional regime. Topological boundary dynamics models are different from kinetic cellular automaton or Potts Monte Carlo models in that they are not based on minimizing the total energy but directly calculate the motion of the lattice defects, usually on the basis of capillary and elastic forces.
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