Elastic properties of face-centred cubic Fe–Mn–C studied by nanoindentation and ab initio calculations
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Abstract

We have studied experimentally and theoretically the influence of C and Mn content on the Young’s modulus of Fe–Mn–C alloys. Combinatorial thin film and bulk samples were characterized regarding their structure, texture and Young’s modulus. The following chemical composition range was investigated: 1.5–3.0 at.% C, 28.0–37.5 at.% Mn and 60.6–69.8 at.% Fe. The experimental lattice parameters change marginally within 3.597–3.614 Å with the addition of C and are consistent with ab initio calculations. The Young’s modulus data are in the range of 185 ± 12–251 ± 59 GPa for the bulk samples and the thin film, respectively. C has no significant effect on the Young’s modulus of these alloys within the composition range studied here. The ab initio calculations are 15–22% larger than the average Young’s modulus values of the as-deposited and polished thin film at 3 at.% C. The comparison of thin film and bulk samples results reveals similar elastic properties for equivalent compositions, indicating that the applied research strategy consisting of the combinatorial thin film approach in conjunction with ab initio calculations is useful to study the composition dependence of the structure and elastic properties of Fe–Mn–C alloys. The very good agreement between the presented calculations and the experimentally determined lattice parameters and Young’s modulus values implies that the here-adopted simulation strategy yields a reliable description of carbon in Fe–Mn alloys, important for future alloy design.
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1. Introduction

Mn-rich transformation-induced plasticity/twinning-induced plasticity (TRIP/TWIP) steels reveal outstanding mechanical properties combining high strength (>1000 MPa) and superior ductility (elongation to failure of >50%) [1,2]. These exceptional properties are due to dislocation glide, mechanical twinning and strain-induced ε- and α-martensitic transformations [1]. The formation of twins (TWIP effect) or multiple martensitic transformations (TRIP effect) under mechanical load is affected by the stacking fault energy (SFE), which is dependent on temperature and chemical composition [3,4]. The influence of SFE [4], temperature [4,5] and strain rate [5] on the deformation mechanisms and the interactions among the various deformation mechanisms of face-centred cubic (fcc) Fe–Mn–C steels has been studied in a number of papers [6,7].

In contrast the C-induced changes on the elastic properties of high Mn steels have not been studied systematically before.
For the binary fcc Fe–Mn random alloys elastic properties have been reported by Music et al. [8], Gebhardt et al. [9] and Cankurtaran et al. [10]. Even though these alloys are antiferromagnetic (AFM) with Néel temperatures well above room temperature, their elastic properties are well predicted using the disordered local moment (DLM) approach [8,9] to describe the magnetic configuration. With magnetically ordered configurations, such as AFM, the stiffness of these random alloys is overestimated due to lack of lattice softening [9]. However, there are no systematic data on the dependence of the Young’s modulus values on the C concentration in ternary fcc Fe–Mn–C alloys.

In this paper, the influence of the C and Mn content on the Young’s modulus of fcc Fe–Mn–C steel thin film synthesized by combinatorial sputter deposition is systematically investigated and compared to the same data obtained from bulk samples. Ab initio calculations are carried out to determine the Young’s modulus of selected Fe–Mn–C alloys and to correlate these with the electronic structure.

2. Experimental section

2.1. Thin film samples

The Fe–Mn–C thin films were grown by DC combinatorial magnetron sputtering. The depositions were carried out in a high vacuum chamber with a base pressure of 1.1 × 10⁻⁵ Pa using a system described in Ref. [9]. Fe, Fe₅₀Mn₅₀ and C targets, with 99.95% purity for Fe and Fe₅₀Mn₅₀ and 99.999% purity for C, were placed on three magnetrons. Magnetron power densities of 2.0, 3.2 and 0.5 W cm⁻² were applied, respectively. The sputtering gas was Ar (99.9999% purity) and the pressure during deposition was 0.8 Pa. The substrate was a 2 in. sapphire wafer with a (0001) orientation, which was heated to 450 °C during deposition. The substrate-to-target distance was ~10 cm. The Young’s modulus values were determined in ternary fcc Fe–Mn–C with a root mean square roughness (Rₛ) of 57 nm; after polishing the measured position was 10 s. The characteristic X-ray intensities (λ) of 57 nm, measured on an area of 94.2 μm × 70.7 μm.

2.2. Bulk samples

Two different types of bulk samples were produced: sample type A (A1, A2 and A3) and sample type B (B1, B2 and B3). The differences between these specimen sets are that the samples were produced in different ways (see below) and that samples B contain impurities of Al, Si, Cr, Ni, Mo, Cu, Co, Nb, V, Sn and N, which are typically introduced during large scale steel processing, while the samples A contain no detectable amounts of these impurities. The compositions of all bulk samples are given in Table 1. This experimental strategy allows for a direct comparison of the data obtained from bulk and thin film samples with results from ab initio calculations. Furthermore, the comparison between bulk specimens with and without impurities may shed light on the role of impurities for the Young’s modulus and structure evolution.

For samples A, Fe (99.998% purity), Mn (99.99% purity) and C powders (99.9999% purity) were mixed and inductively melted. The melting was done in an inert atmosphere with a heating rate of 6 K s⁻¹ from room temperature up to 1520 °C. The dwelling time at this temperature was 4 min, followed by cooling at a rate of 50 K s⁻¹. Samples with a diameter of 5 mm were mounted in conductive resin and subsequently polished to a roughness Rₛ of 19 nm for A1, 14 nm for A2 and 32 nm for A3 measured on an area of 94.2 μm × 70.7 μm.

The three samples, B, B1, B2 and B3, were cast in a vacuum induction melter at 1550 °C and solidified as slabs with a 140 × 140 mm² cross-section and a weight up to 100 kg. These samples were then processed into hot strips, starting with forging at 1150 °C with 60% thickness reduction, followed by rolling down at 1150 °C to ~3 mm thickness within 12 passes and an overall thickness reduction of 95%. The samples were cut into dimensions of 10 mm × 10 mm × 3 mm, mounted in conductive resin and polished to a roughness Rₛ of 16 nm for B1 and B2 as well as 20 nm for B3 measured on an area of 94.2 μm × 70.7 μm.

2.3. Analysis

2.3.1. Chemical composition

The chemical composition of the thin film and the bulk samples was measured using wavelength-dispersive spectroscopy (WDS) in a CAMEBAX SX 50 electron probe microanalyser. A focused electron beam of 15 keV with a current of 80 nA was used. The dwell time for each measurement was 10 s. The characteristic X-ray intensities were calibrated using the following standards: Fe₃C, Mn and Fe. The calibrated intensities (k-ratios) were transferred into elemental concentrations with the help of a matrix correction procedure based on a special PHI (rhoz)-method, the so-called PAP correction procedure. Under the chosen conditions the sensitivity of the measurement is 0.23 at.% for C, 0.02 at.% for Mn and 0.03 at.% for Fe.

2.3.2. Structure and crystallographic texture analysis

The structure of the thin films was determined by X-ray diffraction in a Bruker D8 with a general area detection diffraction system (GADDS) with Cu Kα radiation at a constant angle of incidence of 15° with a 0.5 mm collimator covering a 20 range of 35–85°. The structure of the bulk samples was measured by using a Siemens D5000 diffractometer using line-focused Cu Kα radiation in Bragg-Brentano beam geometry.

The electron backscatter diffraction (EBSD) technique was employed to analyse the local crystallographic texture in conjunction with the microstructure. In this study, EBSD for the bulk samples was carried out in a high-resolution, high-beam current field emission scanning electron microscope.
microscopy (SEM) instrument (JEOL JSM 6500F). Pattern acquisition was done using a DigiView II CCD camera by TSL and the TSL OIM data collection software. Orientation information was acquired on a hexagonal grid, using a step size in the range of 50–100 μm. EBSD maps were measured at 15 kV acceleration voltage and a working distance of 15 mm.

The EBSD measurement for the thin film was performed using a DigiView III camera by EDAX-TSL attached to a JSM 7000F FEG-SEM by JEOL operating at a beam current of ~10 nA and a beam energy of 20 keV. The measured diffraction patterns were evaluated using the software OIM Data Collection V 6.1.3 indexing the patterns as fcc, body-centred cubic (bcc) or hexagonal-close-packed (hcp) Fe. In total, a field of 20 μm × 30 μm was mapped at an EBSD step size of 50 nm at a position with 64.7 at.% Fe, 33.7 at.% Mn and 1.6 at.% C.

2.3.3. Young's modulus

The Young's modulus was investigated with a depth-sensing nanoindenter (Hysitron TriboIndenter™) equipped with a Berkovich tip. The Young's modulus values were evaluated according to the Oliver and Pharr method [11] using a Poisson ratio of 0.25 [9]. The tip was calibrated on fused silica.

For the as-deposited thin film, measurements at 22 different positions with 12 indents per position and a maximum load of 1500 μN were performed. The maximum penetration depth was less than 10% of the film thickness. After polishing of the thin film, nine positions were measured again to evaluate the influence of roughness on the measurements, with 16 indents per position with indentation depth less than 100 nm at a film thickness of 1.2 μm.

The elastic properties of samples A1, A2 and A3 were measured using 72 indents per sample and samples B1, B2 and B3 were subjected to 32 indents per sample, using the same maximum load as for the thin films.

3. Theoretical section

The theoretical work was carried out using density functional theory [12], as implemented in the Vienna ab initio simulation program (VASP) [13,14]. The VASP code was applied to four chemically disordered alloys with AFM 3Q configurations with 24.2 at.% and 36.4 at.% Mn for ternary Fe–Mn–C with 3 at.% C, respectively as well as 25.0 at.% and 37.5 at.% Mn for binary Fe–Mn. This non-collinear AFM configuration is one of the ground state configurations proposed for Mn-rich steels [15,16] and provides a reliable description of the magnetic state to determine the elastic properties of these materials [9]. Even though the DLM approach gives rise to the best description of elasticity of Fe–Mn, it is not straightforward to apply it to alloys which contain interstitial elements. For the VASP simulations the projector augmented wavepotentials in conjunction with the generalized gradient approximation were employed [17]. The following parameters were applied: convergence criterion for the total energy of 0.01 meV, Blöchl corrections [18] for the total energy cut-off of 300 eV, and integration in the Brillouin zone according to Monkhorst-Pack [19] with 5 × 5 × 5 k-points. 2 × 2 × 2 supercells containing 32 atoms were created with randomly arranged positions of Fe and Mn following the special quasi-random structure (SQS) approach [20]. One C atom (3.0 at.%) was placed in the vicinity of Mn atoms at an interstitial position for Fe–Mn–C alloys, thus maximizing the number of Mn–C nearest neighbours, since this is reported to be the preferred lattice position [21]. The SQS implementation via the short-range order (SRO) parameter is available within the locally self-consistent Green’s function (LSGF) software package [22,23]. The LSGF code was used to generate SQS supercells. The Warren–Cowley SRO parameter [24] was applied to account for randomness (less than 0.08 within five coordination shells). Electron density distributions were used to study the electronic structure of these AFM random alloys.

4. Results and discussion

The chemical composition of the thin film was analysed along line scans as illustrated in Figs. 1 and 2. The actual positions of the measurements are visualized as black dots. Based on these data the chemical composition was interpolated for the entire composition range. A compositional spread from 1.5 at.% up to 3.0 at.% C is observed in Fig. 1. In Fig. 2 the chemical composition for Fe and Mn is shown. The Fe content varies between 60.7 at.% and 69.8 at.%, while the Mn content lies between 28.0 at.% and 37.5 at.%.

The chemical composition of the bulk samples is given in Table 1.

We continue with discussing the structure. In Fig. 3a the X-ray diffractograms for compositions varying between 1.5 at.% and 2.8 at.% C at a Fe/Mn ratio of ~2.2 are

<table>
<thead>
<tr>
<th>Sample</th>
<th>Fe</th>
<th>C</th>
<th>Mn</th>
<th>Si</th>
<th>P</th>
<th>S</th>
<th>Cr</th>
<th>Ni</th>
<th>Mo</th>
<th>Al</th>
<th>Cu</th>
<th>Co</th>
<th>Nb</th>
<th>V</th>
<th>Sn</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>A1</td>
<td>74.4</td>
<td>1.5</td>
<td>24.1</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A2</td>
<td>74.0</td>
<td>1.2</td>
<td>24.8</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>A3</td>
<td>76.1</td>
<td>0.6</td>
<td>23.3</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>B1</td>
<td>75.4</td>
<td>2.4</td>
<td>21.8</td>
<td>0.219</td>
<td>0.013</td>
<td>0.005</td>
<td>0.018</td>
<td>0.032</td>
<td>0.011</td>
<td>0.015</td>
<td>0.009</td>
<td>0.007</td>
<td>0.013</td>
<td>0.017</td>
<td>&lt;0.0002</td>
<td>0.058</td>
</tr>
<tr>
<td>B2</td>
<td>69.7</td>
<td>1.3</td>
<td>27.8</td>
<td>0.200</td>
<td>0.015</td>
<td>&lt;0.001</td>
<td>0.017</td>
<td>0.034</td>
<td>0.011</td>
<td>0.011</td>
<td>0.008</td>
<td>0.010</td>
<td>0.016</td>
<td>0.022</td>
<td>&lt;0.0002</td>
<td>0.062</td>
</tr>
<tr>
<td>B3</td>
<td>74.8</td>
<td>1.4</td>
<td>22.6</td>
<td>0.128</td>
<td>0.013</td>
<td>0.002</td>
<td>0.017</td>
<td>0.034</td>
<td>0.008</td>
<td>0.011</td>
<td>0.009</td>
<td>0.009</td>
<td>0.015</td>
<td>0.012</td>
<td>&lt;0.0002</td>
<td>0.043</td>
</tr>
</tbody>
</table>
shown. For comparison the diffractograms reported by Gebhardt et al. [9] are shown in Fig. 3b. These earlier films from Gebhardt et al. [9] were grown without C, covering a Fe/Mn ratio of ~2.3. All peaks can be attributed to fcc structure austenite, indicating that the film is phase pure. The lattice parameter was evaluated based on three peaks: (111), (200) and (220). Different positions on the combinatorial wafer with 28 at.%, 30 at.%, 33 at.% and 35 at.% Mn were chosen to determine the influence of C on the lattice parameter values. A comparison between the lattice parameter of thin film and bulk samples on the one hand and the VASP calculations on the other hand is shown in Fig. 4. The error bars display the standard deviation of the lattice parameter values. Experimental data for fcc Fe–Mn from Marinelli et al. [25] and for fcc Fe_{57}Cr_{18}Ni_{15}Mn_{10} with additions of C from Gavriljuk et al. [26] as well as calculated data for fcc binary Fe–Mn alloys (DLM configuration) from Music et al. [8] are plotted for comparison. For the thin film the maximum C-induced lattice parameter change is 0.012 Å, corresponding to a 0.33% change in lattice parameter. The lattice parameter of the bulk samples is 3.600 ± 0.005 Å to 3.614 ± 0.001 Å, in the same range as those observed for the thin film, corresponding to a 0.39% change in lattice parameter, even though the Mn content differs. If one compares the average lattice parameter for the fcc ternary Fe–Mn–C thin film with the binary Fe–Mn data of Marinelli et al. [25] and Music et al. [8] the change in lattice parameter is 0.1% and 0.06%, respectively. For both bulk samples and thin film the effect of C on the lattice parameter is marginal. An influence of impurities (sum of all impurity elements is 0.4 at.%, see Table 1) on the lattice parameter of the bulk samples could not be observed for the composition range investigated here.

Ledbetter and Austin [27], Gavriljuk et al. [26], Shanina et al. [28] and von Appen and Dronskowski [21] reported a lattice expansion caused by the incorporation of C into fcc iron-based alloys, but in each case only a small effect could be ascertained. Gavriljuk et al. [26] detected a lattice expansion of 0.008 Å, corresponding to a 0.22% change in lattice parameter with 2.1 at.% C in Fe_{57}Cr_{18}Ni_{15}Mn_{10}. Shanina et al. [28] reported an increase in the lattice parameter of 0.2% with 3.7 at.% C in Fe_{56}Cr_{18}Ni_{16}Mn_{10}, while the other authors did not quantify the reported increase in lattice parameter. Hence, the data reported here are consistent with the literature.

The ab initio calculations were carried out using the VASP code (AFM 3Q) for two different Fe/Mn ratios with a C content in the range between 0 and 3 at.%. The calculated data predict a small lattice expansion of 0.016 Å for 25 at.% Mn and 0.015 Å for 37.5 at.% Mn due to the addition of 3 at.% C. The lattice parameters predicted by the ab initio data underestimate the experimental data by <2%. For calculation results for configurations that are void of
interstitial C the DLM method employed by Music et al. [8] yields good agreement with the experiments. It is evident that for the ternary system Fe–Mn–C, the experimental data are consistent with the theoretical predictions.

The crystallographic texture was analysed for the bulk and thin film samples. The EBSD measurements imply that the major phase is austenite for all samples. The microstructure of the samples A consists only of a few large grains: A1 exhibits an average grain size of \( \approx 2 \text{ mm} \), sample A2 of \( \approx 3 \text{ mm} \) and sample A3 of \( \approx 5 \text{ mm} \). Most grains exhibit a subgrain structure stemming from solidification. The crystal orientations do not show any preference. The polished surfaces which were later used for modulus determination by nanoindentation show a large variety of different crystallographic surface normals. The samples of type B show average grain sizes which are much smaller than those of samples of type A: 106 \( \mu \text{m} \) for B1 and 70 \( \mu \text{m} \) and 60 \( \mu \text{m} \) for B2 and B3, respectively. They reveal a weak mixed copper-brass-type hot rolling texture with a maximum orientation density of about three times random (calculated via harmonic series expansion to a maximum rank of 34). This texture leads to a very slight preference of the [011] crystal direction parallel to the surface normal on the longitudinal cross-sections. These sections have been used to perform nanoindentation tests. This very weak preferred crystal direction should not significantly bias the results obtained from the nanoindentation on these surfaces. Sample A1 exhibits, besides the prevalent austenite phase, also hexagonal \( \varepsilon \)-martensite and tetragonal \( \alpha' \)-martensite at the outer rim. Sample B3 shows \( \varepsilon \)-martensite at the outer rim. The martensite formation is in the current case caused by plastic deformation during manufacturing [29]. All experiments of the bulk samples were performed in the sample centre, where only the austenite phase was present. This ensures a meaningful comparison of the results obtained from the different bulk samples and those from the thin film. The grain scale texture information may be required for the correct interpretation of the nanoindentation results, especially for comparing the bulk data to the thin film.

Fig. 3. Phase evolution of thin films vs. (a) C content for Fe/Mn of \( \approx 2.2 \) from this work and (b) Mn content for 0 at.% C taken from the data of Gebhardt et al. [9].

Fig. 4. Lattice parameter as a function of the C content for thin film (rectangles), bulk samples (triangles) and calculations (stars).
film load–displacement indentation results in addition to the consideration of the chemical composition. Due to the small grain size of \( \sim 200 \text{ nm} \) on average only 43% of the measured area on the thin film could be quantified with sufficient fidelity by EBSD. 99.8% of these indexable patterns indicate the presence of the austenitic phase; only 0.2% correspond to \( \varepsilon \)-martensite. The texture of the thin film has a slight preference in [001] and [102] crystal direction parallel to the surface normal. This very weak preferred crystal direction is expected not to influence the results obtained from the nanoindentation measurements.

The mechanical properties of the thin film and bulk samples were measured by nanoindentation. The resulting Young’s modulus values for the thin films, bulk samples and calculations are plotted in Fig. 5 vs. the C concentration. The error bars show the standard deviation of the Young’s modulus values. In Fig. 5a the measurements of the as-deposited thin film are shown, while in Fig. 5b the experimental data of the polished thin film are plotted. The average Young’s modulus values of the as-deposited and polished thin films are in the same range, while the error bars are drastically reduced due to polishing. Calculated data (DLM configuration) of fcc Fe–Mn with an Fe/Mn ratio of 2.33 from Gebhardt [30] and experimental fcc Fe\(_{20}\)Mn\(_{40}\) single-crystal data from Cankurtaran et al. [10] are plotted for comparison and are in a good agreement with both the experimental and theoretical data discussed here. For the thin films the Young’s modulus values are between 188 and 251 GPa, while for the bulk samples these values range from 185 to 220 GPa. Both bulk sample types have similar Young’s modulus values, even though samples B contain different levels of impurities. Thus, the impurities do not affect the Young’s modulus within the compositional range based on the nanoindentation measurements. The Young’s modulus values for the as-deposited thin films scatter by 24.6%. This is caused by the higher roughness value of the as-deposited thin film in comparison with the roughness of the polished bulk samples. Even though there are large error bars for the as-deposited thin film, the average Young’s modulus values for thin film and bulk samples appear to agree rather well.

Despite the different crystallographic textures and grain sizes of the bulk samples A and B, the experimental Young’s moduli taken from the samples are similar. This may be due to the fact that the elastic anisotropy may not be quantified well using nanoindentation because during indentation in all directions of polycrystalline material the stiffness will be averaged [31,32]. The calculated elastic anisotropy of binary Fe–Mn with 37.5 at.% Mn and ternary Fe–Mn–C with 36.4 at.% Mn and 3 at.% C was 0.15 and 0.14, respectively. Thus, the change in elastic anisotropy with C addition is with 6.7% marginal.

Ledbetter and Austin [27] reported that a Young’s modulus value reduced by 0.3% due to a 0.14–0.39 at.% C addition. This rather minute change is not quantifiable in the current indentation experiments. Hence, the current data are consistent with those in the literature, specifically in Ref. [27].

The VASP calculations of the elastic properties were conducted for four different compositions, see Fig. 5. These predicted values differ by 15–22% from the average experimental data at 3 at.% C for the as-deposited and polished thin film. Eriksson [33] reported that the calculated elastic properties can be determined within \( \sim 15\% \) accuracy in comparison with the experiments. As the C concentration is increased to 3 at.%, the corresponding calculated Young’s modulus increases by \( \sim 4\% \). While this increase is significant, it is too small to be verified in the current indentation experiments. Hence, the C changes considered in this work seem to have only a marginal influence on the overall Young’s modulus values of fcc Fe–Mn–C alloys. This can be understood by considering the C-induced changes in the electronic structure.

In order to correlate the Young’s modulus values with the electronic structure, we study the electron density distribution for the Fe–36.4 at.% Mn–3 at.% C alloy in comparison with the binary Fe–25 at.% Mn alloy in the crystallographic (004) plane of the fcc lattice structure (see Fig. 6). For the ternary Fe–Mn–C alloy the C atoms are located at the edges, while Fe and Mn are randomly

![Fig. 5. Young’s modulus as a function of C content for thin film (rectangles) and bulk samples (triangles) and calculations (stars) for (a) as-deposited thin film and (b) polished thin film.](image-url)
distributed at fcc sites within the SQS approach. The electron density never reaches zero in this plane, implying uniform distributions of charge between the metallic atoms. On the other hand, electrons are shared between C and the metals. Hence, the electronic structure can be described as a mixture of covalent (Fe–C and Mn–C) and metallic (Fe–Fe, Mn–Mn, Fe–Mn) bonding. According to von Appen and Dronskowski [21] the covalent bond is very strong, but it is not the most abundant one (3 at.% C in the Fe–Mn matrix). In other words, incorporation of C into the metallic matrix only leads to local effects so that no substantial changes in the electronic structure occur. Hence, C does not affect the Young’s modulus to a larger extent in the concentration range investigated. This supports the presented experimental results.

5. Conclusions

The influence of the C and Mn concentration for austenitic Fe–Mn–C thin film and bulk samples on the Young’s modulus and the equilibrium volume has been studied. Ab initio calculations have been carried out for selected alloy compositions using the VASP code. The calculated elastic property and equilibrium volume data were compared with experimental data to critically evaluate the reliability of the current design strategy for Fe–Mn–C alloys.

The experimental lattice parameter values vary in the whole composition range with C concentrations of 0–3 at.% by 0.017 Å. Hence, there is no significant dependence of the lattice parameter on the C concentration observed. The ab initio calculations predict that C expands the lattice slightly by 0.4% as compared to the binary metallic matrix. The ab initio calculations deviate by <2% from the experiments and are hence in good agreement.

The C concentration does not have a significant influence on the Young’s modulus of Fe–Mn–C alloys for the studied composition range. The measured Young’s modulus values scatter for the polished thin film between 188 ± 18 GPa and 218 ± 43 GPa and for the bulk samples between 185 ± 12 GPa and 220 ± 20 GPa. The calculated Young’s modulus values are 15–22% larger than the average Young’s modulus values of the as-deposited and polished thin film at 3 at.% C. The Young’s modulus values are in the same range for the as-deposited and polished thin film, while the experimental error is reduced on average from ~26% to ~13% as a result of polishing. The measured data for thin films and bulk samples as well as the calculated data reveal no significant influence of the C concentration on the Young’s modulus. This is consistent with the observation of the absence of substantial changes in the electronic structure upon incorporation of C into the metallic matrix.

The thin film reproduces very well the properties of the bulk materials. Both thin film and bulk samples are probed in the austenite phase; lattice parameter data and Young’s modulus values are in good agreement.

An influence of impurities of the bulk samples B could not be determined within the composition range investigated. Thus both the presented implemented simulation strategy and the experimental approach are useful to predict and study the equilibrium volume and the Young’s modulus of Fe–Mn–C alloys.
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