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We investigate the thermodynamic properties of the prototype equi-atomic high entropy alloy (HEA)
CoCrFeMnNi by using finite-temperature ab initio methods. All relevant free energy contributions are
considered for the hcp, fcc, and bcc structures, including electronic, vibrational, and magnetic excitations.
We predict the paramagnetic fcc phase to be most stable above room temperature in agreement with
experiment. The corresponding thermal expansion and bulk modulus agree likewise well with experi-
mental measurements. A careful analysis of the underlying entropy contributions allows us to identify
that the originally postulated dominance of the configurational entropy is questionable. We show that
vibrational, electronic, and magnetic entropy contributions must be considered on an equal footing to
reliably predict phase stabilities in HEA systems.

� 2015 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction

High entropy alloy (HEA) refers to a multi-component (5 or
more) single-phase solid-solution alloy in or near an equi-atomic
composition [1–3]. The basic idea behind HEAs is an exploration
of phase diagrams which are not confined to regions of a single
major base element as in conventional alloy design. The aim of
the new concept is a development of new alloy systems with novel
mechanical and functional properties [1–4]. The term ‘‘high
entropy” refers to the high configurational entropy which is
deemed to be responsible for the stability of the single solid solu-
tion phase over competing intermetallic and elemental phases
[1,2]. The configurational entropy is however only one out of var-
ious contributions to the Gibbs free energy and it is the latter that
determines phase stabilities. It is therefore of crucial importance to
also investigate the role of (1) the formation enthalpy and (2) other
entropy contributions.

The role of the formation enthalpy has been recently addressed
by [5]. The authors showed that among various multi-component
alloys with equal ideal configurational entropy only one was suffi-
ciently stabilized to form a single-phase solid-solution. In all other
multi-component alloys studied in Ref. [5], the formation enthalpy
was dominant over the configurational entropy resulting in the
formation of intermetallic phases. The impact of entropy contribu-
tions other than the configurational one on the phase stability of
HEAs has so far only scarcely been addressed. Rather, with refer-
ence to the first core effect, it has been implicitly assumed that
entropic contributions related to atomic vibrations, electronic
and magnetic excitations are negligible in determining phase
stabilities in HEAs.

In the present paper we employ ab initio based simulations to
investigate the validity of the latter assumption for the prototype
HEA CoCrFeMnNi [6–10]. In particular, we study the phase stability
between hcp, fcc, and bcc structures by calculating the free ener-
gies of the respective crystal structures at T = 0 K as well as at finite
temperatures, including a detailed analysis of the balance between
the different entropy contributions (vibrational, electronic, mag-
netic as well as configurational).

2. Methodology

The Gibbs energy of the CoCrFeMnNi alloy is derived by Legen-
dre transforming the volume- and temperature-dependent free
energy FðV ; TÞ computed within the adiabatic approximation
according to [11,12]

FðV ;TÞ¼ E0 KðVÞþFelðV ;TÞþFvibðV ;TÞþFmagðV ;TÞ�TSconfðTÞ; ð1Þ
where E0K is the T = 0 K total energy, Fel; Fvib, and Fmag are the elec-
tronic, vibrational, and magnetic free energies, respectively, and

Sconf is the ideal configurational entropy. The T = 0 K energy is fitted
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1 The constant contribution of the magnetic internal energy is included into the
total ground state energy.
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by using the Birch–Murnaghan fit [13,14]. The electronic free
energy is obtained within the framework of finite temperature
density-functional-theory as detailed, e.g., in [15]. Details regarding
the calculation of the vibrational and magnetic free energy contri-
butions, and the treatment of chemical and magnetic disorder are
discussed in the following subsections.

2.1. Vibrational free energy

The description of the vibrational free energy from first princi-
ples for multi-component magnetic alloys is a challenging task.
Despite recent progress for the description of lattice vibrations of
magnetic materials at elevated temperatures (e.g. Fe [16,17], CrN
[18] and Fe-alloys [19]), the methods are not yet advanced to a
stage to be feasibly and practically applied for the here considered
multi-component alloys. The same applies to the class of new
methods which are capable of computing highly accurate
anharmonic contributions which have been recently developed
and applied to pure fcc elements [20,21]. For these reasons, the
vibrational free energy is in this work derived by using the
Debye–Grüneisen model following the work of [22]:

Fvib V ; Tð Þ ¼ ED V ; Tð Þ � TSvib V ; Tð Þ; ð2Þ
with ED and Svib given by

ED V ; Tð Þ ¼ 9
8
kBHD Vð Þ þ 3kBT � D xð Þ; ð3Þ

Svib V ; Tð Þ ¼ 3kB
4
3
D xð Þ � ln 1� exp �xð Þð Þ

� �
; ð4Þ

where kB is the Boltzmann constant, D xð Þ denotes the Debye
function and x is given by

x ¼ HD Vð Þ
T

: ð5Þ

The Debye temperature, HD, is obtained as proposed by [22]
using

HDðV0Þ ¼ C

ffiffiffiffiffiffiffiffiffi
r0B0

M

r
; ð6Þ

where C ¼ 41:63 is an empirical constant,M the atomic mass, and r0
the atomic radius which is connected to the equilibrium atomic

volume by r0 ¼ 3V0=4pð Þ1=3. The bulk modulus B0 is evaluated at
the equilibrium atomic volume V0.

The volume dependence of the Debye temperature is evaluated
through the Grüneisen parameter, c, [22,23]:

HD Vð Þ ¼ HD V0ð Þ � V0

V

� �c

; ð7Þ

where c is the Grüneisen parameter which is obtained by [23]:

c ¼ �g � @2P=@V2

@P=@V
¼ �g þ 1

2
1þ B0

0

� �
; ð8Þ

where B0
0 is the bulk modulus pressure derivative. The factor g is

determined by the underlying approximation and can assume
values of g = 2/3 (high temperatures) proposed by [24] or g = 1
(low temperatures) by [25]. We adapt in the following the value
of g ¼ 2=3.

2.2. Magnetic free energy

Modeling of magnetic free energies from first-principles is in
general a challenging task, in particular if multi-component alloy
systems are considered (for recent reviews see, e.g., [26,27]). In
order to handle such a complex problem, approximations are
unavoidable. The considered HEA system in the present work is
suggested to be paramagnetic by [28]. Assuming that at high T
magnetic short-range order can be neglected, the magnetic free
energy,

Fmag V ; Tð Þ � �TSmag Vð Þ; ð9Þ
is dominated by the magnetic entropy Smag.1 In the high tempera-
ture limit, far above the Curie temperature (T � TC), the individual
magnetic moments are uncorrelated and contribute to Smag in a
mean field approximation (MFA) as [29,26]:

Smag Vð Þ ¼ kB
X5
i¼1

ci ln Mi Vð Þj j þ 1ð Þ; ð10Þ

where Mi is the average magnetic moment of the species i, and ci is
its atomic concentration.

Assuming an effective, one-atomic ferromagnetic species a
similar mean-field treatment for the Curie temperature, TC, can
be formulated as

TC ¼ 2
3
� EDLM

tot � EFM
tot

kB
; ð11Þ

where ðEDLM
tot � EFM

tot Þ is the difference between the ground state total
energies of the disordered local moment (DLM) and the ferromag-
netic (FM) state [30]. In this work the difference has been computed
at the equilibrium atomic volume of the FM state. The DLM is a
technique to model the paramagnetic state (see Section 2.3). Note
that TC estimated by Eq. (11) typically overestimates the experi-
mental values [31].

2.3. Ab initio treatment

The challenge in first-principles modeling of HEAs originates
from three aspects: (1) the large number of different species (i.e.,
usually P 5), (2) chemical disorder, and (3) a complicated mag-
netic state (i.e., paramagnetism). The widely-used supercell
approach to model chemical disorder, e.g., in conjunction with spe-
cial quasi-random structures (SQS) or the cluster expansion (CE)
technique, is for the considered HEA computationally impractical.
We therefore resort in the present work to the exact muffin-tin
orbitals (EMTO) method [32–35] within the framework of density
functional theory (DFT) [36,37]. The EMTO technique is an
improved screened Korringa–Kohn–Rostoker approach employing
large overlapping potential spheres for an accurate description of
the exact single-electron potential, and the full charge density
method further increases accuracy bringing it close to the accuracy
of full potential total energy methods [35]. It allows to model the
chemical disorder employing the coherent potential approxima-
tion (CPA) [38,39,34] within an effective 1-atomic unit cell. The
screened Coulomb interactions [40,41] were set to ascr ¼ 0:796
and bscr ¼ 1:0. For the self-consistent electronic density calcula-
tions we employed the local density approximation (LDA) while
the total energy has been obtained within the generalized gradient
approximation (GGA) as parametrized by Perdew–Burke–Ernzer-
hof (PBE) [42]. The Brillouin zone integration was done by using
40� 40� 40 for fcc and bcc, and 40� 40� 24 for hcp k-point
mesh according to the Monkhorst–Pack scheme [43]. Three differ-
ent magnetic scenarios have been considered, i.e., the non-
magnetic (NM), the ferromagnetic (FM), and the paramagnetic
state. The latter has been modeled employing the disordered local
moment (DLM) model [44,45].

A main limitation of the employed EMTO-CPA approach is the
neglect of local relaxation effects, which are related to the core
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effects in HEAs. Recent studies, however, reveal good agreement
between CPA and supercell approaches for a four components
HEA, i.e., CoCrFeNi [46], and deviations of the bulk modulus and
the lattice parameter obtained by the supercell approach are 0.5%
and 0.2% from the values by CPA, respectively. Moreover, the EMTO
method has been recently successfully applied to study similar
HEA systems as well [47,46,48–50].
3. Results

3.1. Ground state properties

We first focus on the stability at T = 0 K and in particular on the
role of magnetism. Fig. 1(a) shows the total energy as a function of
volume for hcp, fcc, and bcc within the three considered magnetic
Fig. 1. (a) Ground state equation of states. Left column: hcp; middle column: fcc; right co
at its equilibrium volume. (b) Local moments of individual elements assuming the ferr
moments (DLM) state. Color code: in (a), black: non-magnetic (NM); red: ferromagnetic (F
open squares: Mn; dark orange open triangles: Co; blue open diamonds: Ni; dark green
equilibrium volume. (For interpretation of the references to color in this figure legend,
states, i.e., NM, FM and DLM. For clarity, the total energies are ref-
erenced with respect to the equilibrium total energy of FM bcc. We
see that, independent of the magnetic state, the hcp structure is the
most favorable one at zero temperature and, independent of the
structure, the FM state is always the energetically lowest one.
Thus, overall the FM hcp structure is predicted to be the stable
phase at T = 0 K.

The magnetic contribution in bcc is much larger compared to
hcp and fcc as indicated by the large energetic differences among
the phases. In clear contrast, the energy differences in hcp are
almost negligible close to the equilibrium volume. This finding is
directly related to the local magnetic moments shown Fig. 1(b)
and (c). Close to the equilibrium volume, the FM and DLM states
of hcp have almost vanishing local magnetic moments and resem-
ble therefore closely the NM state. At larger volumes the local mag-
netic moments significantly increase indicating strong magneto-
lumn: bcc. All total energies are referenced with respect to the total energy of bcc FM
omagnetic (FM) state. (c) Local magnetic moments assuming the disordered local
M); blue: disordered local moments (DLM). In (b) and (c), black open circles: Fe; red
solid circles: Cr. The vertical gray lines in the middle and bottom row indicate the
the reader is referred to the web version of this article.)



Fig. 2. Ground state properties of CoCrFeMnNi in the hcp (left), fcc (middle), and
bcc (right) structure, assuming the NM (non-magnetic, black), FM (ferromagnetic,
red), and DLM (disordered local moments, blue) state. The four rows show (from top
to bottom) the (a) difference of the equilibrium total energies with respect to bcc
FM, DE0, (b) the equilibrium volume, V0, (c) the equilibrium bulk modulus, B0, and
(d) its pressure derivative, B0

0. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)

Table 1
Volume ranges, V, of the total energy vs. volume curves (Fig. 1(a)) used for the Birch–
Murnagan fit [13,14], with V0 the equilibrium volume as shown in Fig. 2(b).

hcp FM 0:81V0 < V < 1:07V0

DLM 0:81V0 < V < 1:10V0

fcc FM 0:95V0 < V < 1:07V0
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volume effects. A similar phenomenon has been observed in a Fe–
Mn binary solid solution in hcp for the DLM state [51]. In contrast
to fcc and hcp, the local magnetic moments in the bcc structure are
already significant at the ground state volume and thus strongly
contribute to the phase stabilities.

Studying the magnetic properties in more detail we find that in
all three considered structures, a fully ferromagnetic alignment is
energetically unstable and eventually a ferrimagnetic state is pre-
dicted with Cr being always antiferromagnetically aligned to the
ferromagnetic Fe, Co, and Ni. The phenomenon of Cr being antifer-
romagnetically aligned to Fe, Co, and Ni was also observed in a four
component CoCrFeNi alloy [52]. In the hcp and fcc structure, Mn is
antiferromagnetically aligned as well. We furthermore observe a
magnetic transition in FM hcp and fcc with increasing volume.
The direction of the magnetic moment on the Mn atoms is flipped
due to a low-spin to high-spin transition on the Co, Ni, and Cr
atoms, while the magnetic moment on the Fe-sites remains unaf-
fected. This magnetic transition is also the reason for a kink in
the total energy vs. volume curves of FM hcp and fcc in Fig. 1(a).
For small volumes below the magnetic transition, the major mag-
netic moment carriers in the FM hcp and fcc structure are Fe and
Mn, and they are anti-ferromagnetically aligned. For larger vol-
umes, the volume dependence of the local magnetic moments of
FM hcp and fcc becomes similar to that of bcc FM. The situation
is different for bcc, where for both magnetic scenarios, FM and
DLM, the major magnetic moment carriers (> 1lB) are given by
the Fe, Mn, and Co atoms, being collinearly aligned, where lB is a
Bohr magneton.

The equilibrium lattice constant and bulk modulus shown in
Fig. 2 have been extracted by fitting a Birch–Murnaghan fit
[13,14] to the energy volume curves shown in Fig. 1(a). Due to
the above discussed magnetic transitions in fcc and hcp for FM
and DLM, in particular the bulk modulus is very sensitive to the
volume range used for the fitting. We have ensured that the vol-
umes included (see Table 1) are properly chosen to represent the
physically relevant range of the corresponding magnetic state.

In general, we find V0 to be largest in bcc, and smallest in hcp.
The equilibrium volume in hcp is practically the same for all con-
sidered magnetic states due to the vanishing local moments (see
above). For fcc and bcc, the largest and smallest V0 occur for the
FM and NM state, respectively. The situation is reversed if the bulk
modulus, B0, is considered. B0 is the largest for the NM state
whereas it is the smallest for the FM state. It is worth mentioning
that for the NM calculations, the different B0 and V0 of hcp, fcc, and
bcc are all very close to each other.
DLM 0:94V0 < V < 1:12V0
3.2. Phase stability at finite temperatures

In order to investigate the relative phase stability at finite tem-
peratures, the free energies of hcp, fcc, and bcc for the three mag-
netic states, NM, FM, and DLM are plotted in Fig. 3 with reference
to the bcc FM state. For NM, the phase ordering at finite tempera-
ture remains the same as at T = 0 K, i.e., hcp is the stable phase and
bcc is the most unstable phase. Assuming a FM or DLM state, hcp is
the stable phase below �460 K for FM and below �340 K for DLM,
and above those temperatures fcc is the stable phase.

To assess whether the appropriate magnetic scenario is FM or
DLM, the Curie temperature, TC, has been computed according to
Eq. (11). We find a small TC for hcp and fcc of about 13 and 20 K,
whereas it is much larger for the thermodynamically less preferred
bcc structure (410 K). The phase stability sequence including the
magnetic transition is thus predicted to be: (i) hcp FM for
T < 13 K, hcp DLM for 13 < T < 340 K, and fcc DLM for
T > 340 K. The fcc DLM state is also observed in experiment. This
clearly indicates the important role of magnetism in the HEA
considered. Without considering spontaneously spin-aligned mag-
netism, i.e., for the NM scenario, hcp is always the stable phase
from T = 0 K up to 1200 K. In contrast, in the FM and DLM states,
fcc becomes stable for increasing temperatures, which can be
traced back to implicit and explicit magnetic contributions. Since
the local magnetic moments are vanishing in hcp DLM in contrast
to fcc DLM, the explicitmagnetic entropy, Eq. (10), clearly stabilizes
the fcc structure with increasing temperature.

Furthermore, the inclusion of spin-polarization decreases the
bulk modulus lowering thereby the Debye temperature. This mag-
netically driven decrease in the Debye temperature corresponds to
a softening of lattice vibrations and increases therefore the vibra-
tional entropy in Eq. (3), see also Fig. 4. Again, since magnetism
has virtually no impact on the hcp FM and DLM state due to the
virtually vanishing moments, this implicit magnetic contribution,
via the coupling of magnetism and elastic properties, is smaller



Fig. 3. Free energy curves of CoCrFeMnNi in the hcp (dash-dotted lines), fcc (solid lines), and bcc (dashed lines) structure for the NM (non-magnetic, left), FM (ferromagnetic,
middle), and DLM (disordered local moments, right) state. The free energy curve of NM bcc is >110 meV/atom and thus beyond the plotted range. Above 1000 K, the hcp DLM
free energies are not continued, because the equilibrium volume of hcp DLM falls beyond the range of investigated volumes. The Curie temperatures of hcp, fcc, and bcc are
predicted to be 13, 20, and 410 K (see Eq. (11)).

Fig. 4. Temperature dependence of the vibrational entropy Svib (left), the electronic entropy Sel (middle), and the magnetic entropy Smag (right) in the hcp (dash-dotted lines),
fcc (solid lines), and bcc (dashed lines) structure for the NM (black), FM (red), and DLM (blue) state. Gray horizontal lines indicate the configurational entropy Sconf . (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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for hcp than for fcc (see Fig. 2)). Altogether we, however, still
obtain a hcp structure at low temperatures.

An hcp structure has not been observed so far, neither at room
temperature [8,5,53,54] nor at cryogenic temperatures down to
77 K [55,56]. However, twinning induced plasticity (TWIP) has
been observed in the investigated HEA at cryogenic temperatures
(77 K) [55,56]. This indicates that the hcp phase is energetically
very close to the fcc phase.

The non-existence of the hcp phase in experiment might be a
result of kinetic limitations of the phase transformation under
experimental conditions. The free energies shown in Fig. 3 relate
to the thermodynamic ground state only. From a kinetic perspec-
tive, the transformation from fcc to hcp depends on the entire
c-surface [57]. We suspect that the c-surface for the here
investigated HEA alloy is complex and kinetically hinders the
transformation to hcp.

Note that despite the consistency between the theoretical
prediction achieved in this study and experimental observations
[5–10] (i.e., fcc DLM state is more stable than hcp and bcc), it has
been revealed by simulations [58] and experiments [59,60] that
at low temperatures phase separation can occur. Annealing at an
intermediate temperature, e.g., below �870 K, precipitates, such
as a Mn–Ni phase, a Cr-rich phase, and a Fe–Co phase, have been
observed [58,60]. This is not in contradiction to our study in which
these competing phases and phase separation are not considered.
The here investigated fcc single-phase solid solution is stable at
higher temperatures (�870 K) and might be retained by fast
cooling [58,61].



Fig. 5. Electronic density of states (DOS) at the Fermi level, EF, as a function of the
atomic volume, V, in the hcp (left), fcc (middle), and bcc (right) structure. The black
lines correspond to the NM (non-magnetic), the red lines to the FM (ferromagnetic),
and the blue lines to the DLM (disordered magnetic moment) state. The filled circles
indicate where the ground state equilibrium volume of the corresponding crystal
structure is.

Fig. 6. Calculated (solid blue lines) (a) thermal expansion and (b) isothermal bulk
modulus as a function of temperature compared to experiment (black solid circles)
[28,62]. The calculated thermal expansion and bulk modulus correspond to the fcc
DLM phase and include all free energy contributions, i.e., electronic, vibrational, and
magnetic. The dashed blue line in (b) is obtained by a constant shift of the
calculated bulk modulus (blue solid line) to match the experimental bulk modulus
extrapolated to T = 0 K.
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3.3. Entropy contributions due to different excitations

Figure 4 shows the different entropy contributions (vibra-
tional, electronic and magnetic) as a function of temperature.
The gray horizontal line indicates the configurational entropy

Sconf . Within the investigated temperature range from 0 to

1200 K, Sel and Smag can be significant—up to 0.8 kB which is about

one half of Sconf—and are thus non negligible in determining
phase stabilities. We observe also that the vibrational entropy

Svib quickly rises with temperature reaching values of up to 8 kB
which are five times larger than Sconf at 1200 K. These absolute
values are however not significant for determining relative phase
stabilities, because all phases acquire the same high vibrational
entropy value as is visible from Fig. 4 and as it also applies in
general for other phases (e.g., intermetallic phases). It is rather

the spread in Svib among the different phases which is relevant
for relative stabilities and this spread is seen to be in the range

1 kB, i.e., in a similar order of magnitude as for Sel and Smag. Thus,
for the investigated HEA alloy we can conclude that entropic con-
tributions beyond the configurational one are non-negligible in
determining phase stabilities and can reach values of up to 50%
of the configurational entropy.

The electronic entropy contributions for the different crystal
structures at different magnetic states can be quite different. Since
the electronic density of states (DOS) at the Fermi level, EF, is the

most dominant factor in determining Sel, such differences can be
typically traced back by investigating the volume dependence of
the DOS at EF. As already discussed above, the bcc structure is
the most sensitive one with respect to the considered magnetic
state. As shown in Fig. 5, the electronic DOS of bcc also strongly
depends on the magnetic state. Consistent with the impact of the
magnetic state on the various ground-state properties (discussed
in the preceding sections) we further find that the electronic DOS
of hcp is not very much dependent on the magnetic state and that
the electronic DOS of fcc slightly depends on the magnetic state as
the volume increases.

Considering Smag, the contribution is largest for bcc, and lowest
for hcp, consistent with the computed local magnetic moments in
DLM (see Fig. 1(c)). Below 520 K, Smag in DLM hcp is negligible. The
underlying reason are the virtually vanishing moments in the hcp
structure. Even at elevated temperatures, the increase in volume is
not large enough to allow noticeable formation of local magnetic
moments and magnetic entropy (see Fig. 1(c)).

3.4. Comparison with experiments

The thermal expansion of CoCrFeMnNi has been recently mea-
sured from 300 to 1270 K [28]. In addition the polycrystalline
Young’s modulus, E, as well as the shear modulus, G, of the inves-
tigated HEA have been measured in Refs. [28,62] within the tem-
perature range from 55 up to 1000 K. If isotropic elasticity is
assumed, the bulk modulus is related to E and G via

B ¼ EG
3 3G� Eð Þ : ð12Þ

In order to compare our results with the experimental data, a
parametrization of E and G according to Ref. [28] has been
employed, i.e.,

E ¼ 214 GPa� 35 GPa
exp 416 K

T � 1
� � ; ð13Þ

G ¼ 85 GPa� 16 GPa
exp 448 K

T � 1
� � : ð14Þ
The comparison between calculated and measured relative
thermal expansion and bulk modulus as a function of temperature
is shown in Fig. 6.

Fig. 6(a) reveals that the temperature dependence of the ther-
mal expansion is overestimated by our calculation. This overesti-
mation is probably a consequence of the employed
approximations for the vibrational (Debye–Grüneisen model, see
Section 2.1) and magnetic contributions (mean-field approxima-
tion, see Section 2.2). Due to the neglect of magnetic short-range
order within the latter, the magnetic free energy expression (Eq.
(9)) becomes very sensitive to changes in the local magnetic
moments. As they strongly increase with increasing volume, the
magnetic contribution favors larger equilibrium volumes and
hence significantly contributes to the thermal expansion. Conse-
quently, the here computed magnetic contribution to the thermal
expansion provides likely an upper limit.

The bulk modulus is likewise overestimated, by about 10 GPa as
shown in Fig. 6(b). To investigate the temperature dependence we
shift the theoretically predicted bulk modulus so that it agrees
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with experiment at low temperatures (dashed blue line in Fig. 6
(b)). The good agreement of the shifted bulk modulus over the
whole temperature range reveals the overall good performance
of our approach. Only at high temperatures i.e., approximately
above 800 K, the calculated bulk modulus is slightly lower than
the experiment consistent with the overestimated thermal
expansion.

No indications for a phase transition in the temperature range
from 55 to 1000 K are observed in the measured polycrystalline
Young’s modulus and the shear modulus [28,62]. This is an indica-
tion that indeed no magnetic transition occurs in the considered
temperature range, consistent with our predicted TC � 20 K.

4. Conclusions

A finite-temperature ab initio method has been applied to com-
pute the electronic, vibrational, and magnetic free energy contribu-
tions for a five-component prototype high entropy alloy
CoCrFeMnNi. Thermodynamic properties, phase stabilities, and
the role of different entropy contributions for different crystal
structures (fcc, hcp, and bcc) have been extracted and analyzed.
Consistent with experiment the paramagnetic fcc structure was
predicted to be the most stable phase at temperatures above room
temperature.

Our analysis has revealed that entropy contributions beyond
the configurational one are important for determining phase
stabilities and other properties of HEA materials. Electronic and
magnetic entropies can contribute up to 50% of the configurational
entropy value. Since these entropy contributions depend strongly
on the electronic density of states at the Fermi level and the local
magnetic moments, a variation of these quantities among the
various phases causes a strong spread in the corresponding
entropy contributions and thus affects phase stability differences
significantly.

The vibrational entropy rises quickly in absolute value with
temperature up to four times the configurational entropy value.
However, since all phases acquire a similar magnitude in vibra-
tional entropy it is thus only the spread in this entropy contribu-
tion that can lead to differences among different phases. This
spread is similar to the spread in electronic and magnetic entropies
and thus all these entropy contributions beyond the configura-
tional one are crucial in determining phase stabilities and should
be critically assessed when studying novel HEAs.

In conclusion, our results unveil that the original assumption in
the design of HEA material systems—which singles out the config-
urational entropy as the dominating finite temperature stabiliza-
tion mechanism—may fail. Vibrational, electronic, and magnetic
entropy contributions must be considered on a similar footing.
Taking these contributions into account is likely to open new direc-
tions in the design of HEA material systems.
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