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Abstract

This is a 2D cellular automaton simulation study on the evolution of the recrystallization texture in a 75% cold rolled

interstitial free (IF) sheet steel. The model is applied to experimentally obtained high resolution microtexture EBSD

data. The simulation is discrete in time and physical space. Orientation is treated as a continuous variable in Euler

space. The dislocation density distribution is approximated from the Kikuchi pattern quality of the experimental EBSD

data. It is used for the calculation of the scalar driving force field required for the recrystallization simulation. Different

models for nucleation and for the influence of Zener-type particle pinning are presented and tested. Real time and space

calibration of the simulation is obtained by using experimental input data for the grain boundary mobility, the driving

forces, and the length scale of the deformed microstructure as mapped by the high resolution EBSD experiments. The

simulations predict the kinetics and the evolution of microstructure and texture during recrystallization. Depending on

the ratio of the precipitated volume fraction and the average radius of the particles the simulations reveal three different

regimes for the influence of particle pinning on the resulting microstructures, kinetics and crystallographic textures.
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1. Introduction

The understanding of the recrystallization tex-

ture of interstitial free (IF) low carbon steel sheets
is important for an improved prediction of the

resulting elastic-plastic anisotropy of such steels

with respect to their engineering performance
ed.
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Fig. 1. TEM-carbon-replica of Ti(CN) precipitations on a

grain boundary in an IF steel before recrystallization [unpub-

lished results by I. Thomas, MPI].
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during sheet forming in the automotive industry.

The main goal in that context is to produce IF steel

sheets with a very strong and homogeneous c-fiber
texture ({111}huvwi texture) and a very small ori-
entation density of the 45� ND-rotated cube orien-
tation, {001}h110i (ND refers to the sheet normal
direction). The beneficial mechanical properties

resulting from such textures, namely, a maximum

planar Lankfort value together with a minimum

variation of the Lankfort value in the sheet plane,

define the goal for optimizing corresponding indus-

try-scale continuous annealing procedures for IF

steels for better sheet drawability [1–9].
An important microstructural parameter affect-

ing the formation of recrystallization textures in IF

steels is the influence of incoherent second phase

precipitates which are located on the inherited

grain boundaries of the deformed grains (e.g., alu-

minium-nitrides, titanium-carbides, titanium-sul-

fides, titanium-carbonitrides). In this study we

use a modified 2D cellular automaton approach
[10] for the simulation of primary static recrystal-

lization of a cold rolled IF sheet steel (75% engi-

neering thickness reduction). The proposed

modification of the automaton consists in the pos-

sibility to consider the pinning effect associated

with particles at the former grain boundaries

according to the Zener or respectively Zener–Fri-

edel models [11]. The automaton is used in a 2D
rather than in the standard 3D formulation [10]

since in the current study it is applied to experi-

mental 2D EBSD data of the starting microstruc-

ture. The motivation for this simulation study is

the frequent observation that new grains which

grow during primary static recrystallization in

such steels do not easily expand across the former

grain boundaries of the deformed microstructure
[9,12].

Our own TEM-observations have revealed the

presence of fine particles (in particular of Ti(C,N))

at the inherited grain boundaries surrounding the

deformed grains, so that one possible explanation

for the impeded recrystallization may be a strong

particle pinning effect (Fig. 1). The goal of this

study, hence, is to investigate the influence of such
fine grain boundary particles on the recrystalliza-

tion microstructure and texture with the help of

a modified cellular automaton approach.
2. Cellular automaton model

2.1. Basics of cellular automata for recrystallization

modeling

Cellular automata are algorithms that describe

the discrete spatial and temporal evolution of com-

plex systems by applying local deterministic or

probabilistic transformation rules to the cells of a
regular (or non-regular) lattice [13–17]. These rules

determine the state of a lattice point as a function

of its previous state and the state of the neighbor-

ing sites. The number, arrangement, and range of

the neighbor sites used by the transformation rule

for calculating a state switch determines the range

of the interaction and the local shape of the areas

which evolve. Cellular automata work in discrete
time steps. After each time interval the values of

the state variables are updated for all lattice points

in synchrony mapping the new (or unchanged)

values assigned to them through the local transfor-

mation rule. Owing to these features, cellular auto-

mata provide a discrete method of simulating the

evolution of complex dynamical systems which

contain large numbers of similar components on
the basis of their local interactions. The overall

spatial system complexity and transformation

kinetics emerge from the repeated and synchro-

nous application of the cellular automaton rules

equally to all nodes of the lattice. These local rules

can for many cellular automaton models in mate-

rials science be derived through finite difference

formulations of the underlying differential equa-
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tions that govern the system dynamics at a meso-

scopic level [15,16]. Cellular automata have been

successfully used for a variety of problems in the

field of recrystallization [15–30]. The model for

the present recrystallization simulation is designed
as a cellular automaton with a probabilistic trans-

formation rule. The details of the used transforma-

tion rules are given in [10,16,26].

2.2. Particle pinning forces on grain boundaries

Grain boundary pinning forces arise when sec-

ond phase particles occur on the grain boundary.
Their presence reduces the grain boundary area

and, hence, the grain boundary energy. This en-

ergy saving which must be replenished upon

unpinning is referred to as Zener pinning [11,31].

In the following simulations we consider pinning

effects imposed by a stable array of incoherent par-

ticles which reside on the grain boundaries of the

deformed microstructure.
In his first calculation Zener [11] approximated

the magnitude of the pinning force by assuming

randomly distributed spherical particles. The

boundary was assumed to move as a straight inter-

face through the particle array and to experience a

resistive force, F, from each particle. With c the
boundary energy (in units of J/m2), the force F

due to one particle is given by F = prc, where r is
the particle radius. The surface A on which the

force is applied amounts to A = 2pr2/(3f), where f
is the volume fraction of spherical particles. The

Zener pressure then amounts to

pZ ¼ � 3
2

c
f
r

ð1Þ

A shortcoming of this approach is that a grain
boundary cannot be considered as a rigid inter-

face, but it may have some flexible to bow out be-

tween particles when a driving force is applied.

Diverse modifications have been proposed to cor-

rect for this flexibility [31–33]. They give results

which are of the same order of magnitude as the

original formulation of Zener. Two possible cor-

rections were discussed by Hunderi and co-work-
ers [34,35], pHZ. They introduce a correction

factor U which depends on the volume fraction

of the particles f:
pHZ ¼ �Uðf Þ 3
4
c
f
r

ð2Þ

When assuming a Friedel-like particle behavior
one obtains the following equation for the drag

force, pFZ,

pFZ ¼ �2:6c f
0:92

r
ð3Þ

When considering a stronger dependence of the
corrector factor on the value of f than assumed

in the original Friedel model [34–36], one obtains

a modified expression for the Zener pressure:

pLFZ ¼ �0:33c f
0:87

r
for f < 3% ð4Þ

For a reasonable choice of the grain boundary

energy (0.6 J/m2), the precipitate volume fraction

(1%), and the average particle radius (1000 Å)

the original Zener pinning force, as calculated

according to Eq. (1) amounts to about 0.1 MPa.

When considering the corrections discussed, the

pinning force rises to about 0.5 MPa according

to Eq. (3) and to 0.2 MPa according to Eq. (4).
Eqs. (1) and (3) are hereafter used as constitutive

laws for the simulations.

2.3. Implementation of Zener-type pinning effects

into the cellular automaton

The introduction of a Zener-like pinning effect

according to Eqs. (1) and (3) requires the definition
of three new state variables in the recrystallization

cellular automaton algorithm, namely, the grain

boundary energy per area, the volume fraction of

incoherent second phase particles, and the average

particle size. The actual implementation of these

quantities and the calculation of the resulting

forces in a cellular automaton approach depends

strongly on how the particles are modeled in the
algorithm. Two different methods are conceivable

to map particles on the inherited grain boundaries

in a cellular automaton.

The first model defines a fixed volume fraction

of particles as an attribute to each cell abutting

an existing grain boundary. Since particles which

are relevant for pinning effects are small compared

to the cell size of the automaton they cannot be
mapped in a one-to-one fashion occupying a
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complete cell. A specific volume fraction of parti-

cles (and also a local value for the particle size)

is, instead, associated with each cell abutting a

grain boundary. This description has the advan-

tage that it can smoothly enter into the standard
automaton algorithm. The concept also allows

one to start with a heterogeneous distribution of

particles on the grain boundaries. The second

model defines the volume fraction of particles as

a generic grain boundary parameter and not as a

cell variable. This means that the particle volume

fraction and average radius is defined together

with the type of grain boundary. In the following
we use the second approach to map particles in

the automaton mesh.

2.4. Criterion for recrystallization nucleation events

Primary static recrystallization proceeds by the

formation and growth of nuclei [31]. In the present

model the nucleation stage is not explicitly simu-
lated since the automaton works above the

subgrain scale. This means that the current autom-

aton model with its rather large cell size cannot

explicitly be used to model discontinuous subgrain

coarsening phenomena which entail nucleation in

IF steels. The transformation rule of the cellular

automaton explained above considers only the

growth stage. This means that a nucleation crite-
rion must be added as a separate model. Such a

nucleation rule determines how the incipient stage

of recrystallization is seeded. A nucleation rule has

to fulfill the kinetic and thermodynamic instability

criteria. The kinetic instability criterion means that

a successful nucleation event leads to the for-

mation of a mobile large angle grain boundary

(misorientation above 15�) that can sweep the sur-
rounding deformed matrix. The thermodynamic

instability criterion means that the stored energy

changes across the newly formed large angle grain

boundary creating a driving force that pushes it

forward into the surrounding deformed matrix.

The latter step is captured by the transformation

rule of the cellular automaton as outlined above.

The nucleation rule chosen in this simulation
study is based on site saturated nucleation condi-

tions. At the beginning of the algorithm, the local

values of the stored deformation energy (disloca-
tion density) are for each cell checked and com-

pared to some critical value. If the local value of

the dislocation density is larger than that critical

value, the cell is considered as spontaneously

recrystallized without any orientation change
[16,17]. In practice, this means for a cell that its

orientation attributes (Euler angles) remain un-

changed whereas the stored energy density param-

eter (dislocation density) drops to zero. With this

step, the thermodynamic criterion is fulfilled. In

the ensuing time step a so recrystallized cell can at-

tempt to sweep a non-recrystallized neighbor cell

according to the transformation rule, i.e., it is only
successful if one of its boundary segments has suf-

ficient mobility and a sufficiently large net driving

force to move.

2.5. Grain boundary input parameters for the

simulations

The IF steel investigated is characterized by
1810 K for the melting point; 2.480 Å for the Bur-

gers vector at 300 K; 15 · 10�6 K�1 for the ther-

mal dilatation coefficient; 69.2 GPa for the shear

modulus at 300 K; 0.015 GPa/K for the thermal

stiffness dilatation coefficient of the shear modulus;

and a Poisson coefficient of 0.3. The grain bound-

ary mobility data used for large angle interfaces in

the current simulations are taken from experi-
ments on Fe–Si specimens [37–39], namely,

97.48 · 10�2 m3/N s for the pre-exponential factor
of the mobility and 3.9 eV for the energy of activa-

tion of the grain boundary mobility. These values

are applied for large angle grain boundaries irre-

spective of their boundary plane normal. The

dependence of the grain boundary mobility on

the orientation difference of the neighboring grains
as used in this study is given by

mðhÞ ¼ 0:9
1

1þ exp½ð�2Þ 	 ðh � 15Þ


� �� �
þ 1 ð5Þ

For the grain boundary energy and its depen-

dence on the misorientation angle we use the

Read-Shockley approximation for angles below

15� [31]

c ¼ cHAGB
h

hHAGB
1� ln h

hHAGB

� �� �
ð6Þ
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where cHAGB is the high angle grain boundary spe-
cific energy, h the misorientation angle and hHAGB
is the transition limit to the high angle grain

boundary regime which is described by a grain

boundary energy of 0.79 J/m2.

2.6. Stored energy input data for the simulations

Several authors have suggested approaches to

estimate the stored deformation energy in rolled

steel sheets from EBSD data. Choi et al. [40,41]

have recently discussed three different methods.

The first one uses the Kikuchi pattern quality of
the EBSD data. The authors suggest, that this

parameter can be related to the dislocations den-

sity. They assume that a high magnitude of the im-

age quality corresponds to a small value of the

stored deformation energy. The authors suggest

that the stored energy for each cell, Ei, can be ex-

pressed as being proportional to the image quality

distribution for each measured point, Ii, according
to the relation

Ei / I i ¼ 10 1� Qi � Qmin
Qmax � Qmin

� �
ð7Þ

where Qi is the image quality at the measured

point I, and Qmax and Qmin are the maximum

and minimum values of the image quality at that

point, respectively. The factor is chosen to obtain

values between 0 and 10 MPa for the driving force.

The dislocation density for each cell qi can then be
evaluated by using

qi /
2I i
Gb2

¼ 2	 10
7

Gb2
1� Qi � Qmin

Qmax � Qmin

� �
ð8Þ

where G is the shear modulus and b the Burgers

vector. It is obvious though that this method is af-

fected by experimental details such as specimen

preparation and contamination effects.

The second method described in [40,41] uses the

Taylor model. In this approach it is suggested that

the stored deformation energy of each cell can be

related to the Taylor factor, Mi, which is the sum
of crystallographic shear for an imposed von

Mises strain step. The authors discuss that cells

which have a small Taylor factor correspond to

areas with a high deformation potential, and thus

to areas with a high stored deformation energy. In
our view this evaluation method has two draw-

backs: First, the method cannot properly capture

the inhomogeneity of the deformation [42]. Sec-

ond, the Taylor factor alone only gives an image

of the current deformation state and does not con-
sider the deformation history. It is clear, however,

that the accumulation of the stored energy during

a deformation path is determined not only by the

final Taylor factor but by the path that the Taylor

factor takes during grain rotation in the course of

deformation.

The third method discussed by the authors

[40,41] is based on the subgrain substructure.
When assuming that the dislocation substructure

can be simplified in form of circular subgrains of

radius r and a subgrain boundary energy of c,
the stored energy is given by

Si ¼ a
c
2r

ð9Þ

where a is a geometric constant equal to 3.
For the simulations conducted in this study the

dislocation density is evaluated with the help of the

first method as described by Eqs. (7) and (8). In or-

der to normalize the values provided by this ap-

proach a new factor is introduced in order to

obtain a reference value for the maximum occur-

ring dislocation density. This value can be deter-
mined with the help of the tensile stress

according to the equation

Rm � 1
2
MGb

ffiffiffiffiffiffiffiffiffi
qmax

p ð10Þ

where Rm is the tensile strength,M the Taylor fac-

tor, G the shear modulus, b the Burgers vector, and
qmax the corresponding reference value of the
dislocation density. According to this method the

maximum occurring dislocation density amounts

to 4.7 · 1015 m�2. The so determined distribution

of the stored dislocation density in the starting

microstructure is given in Fig. 2.

2.7. Processing details, mesh parameters, and

simulated temperature

The cellular automaton model is applied to a Ti

stabilized interstitial free (IF) steel sheet. The steel

slab was after continuous casting reheated at

about 1500 K in a walking beam furnace and



Fig. 2. Distribution of the evaluated dislocation density in the

investigated area. The maximum occurring dislocation density

is equal to 470 · 1013 m�2.

304 D. Raabe, L. Hantcherli / Computational Materials Science 34 (2005) 299–313
subsequently hot-rolled completely in the austen-

itic range, i.e., above the Ar3 temperature. The

subsequent transformation to ferrite during cool-

ing results in a homogeneous, nearly random crys-

tallographic texture through the specimen

thickness. The hot band thickness prior to cold

rolling was 3 mm. After hot rolling the specimen
was cold rolled to an engineering strain of 75%

(e = Dd/d0, where Dd is the thickness reduction
and d0 the starting thickness). The heat treatment

simulations were conducted under the assumption

of isothermal conditions at a temperature of

1000 K. The cell size of the cellular automaton,

km, was chosen as 0.1 lm according to the step size
of the underlying EBSD measurements.

2.8. Characterization of the starting microstructure

(as cold-rolled)

EBSD measurements were carried out on the as

cold rolled sample in longitudinal sections (Fig. 3).

The cold rolling texture exhibits a strong a-fiber
(texture components with a common crystallo-
graphic h110i axis parallel to the rolling direction)
and a relatively weak c-fiber (texture components
with a common crystallographic h111i axis paral-
lel to the sheet normal) [2,6,9]. In the cold rolled

specimen used for the current simulations (Fig.

3) about 45% of the investigated area consists of

a-fiber orientations (yellow), whereas only 25%
can be assigned to the c-fiber (green).
The maps reveal three different types of micro-

structure. Inside the a-fiber grains only a few sub-
grain boundaries appear, i.e., misorientations

between neighboring EBSD points (point-to-

point) are always below 2�, but the total accumu-
lated orientation difference may continuously

increase up to 7� over a distance of 5 lm (point-
to-origin). In the c-fiber areas, subgrain structures
can be seen which are confined by low angle grain

boundaries with misorientations between 2� and
15�.
In the c-fiber grains a large frequency of sub-

grains with an average diameter of 1 lm is visible.
These are in part surrounded by high angle grain

boundaries. The dislocation density distribution

as determined by using Eqs. (7) and (8) is clearly

different for the two texture fibers. Deformation

bands and c-fiber areas are characterized by a high
dislocation density. On the contrary, the a-fiber
oriented regions reveal a smaller dislocation den-

sity. The measured area used for the simulations
had a size of 40 lm · 13.6 lm (Fig. 4).
3. Simulation results and discussion

3.1. Simulation of primary recrystallization without

Zener effect using different nucleation criteria

In order to identify reference microstructures

for the simulations with particles we first con-

ducted some calculations without including parti-

cle drag. The characteristic time step for these

simulations, Dt, amounts to 0.54 s and the grid at-
tack frequency, mmin0 , to 1.85 s. The chosen sample
area is mapped by using 400 · 136 automaton
cells. Figs. 5–7 show simulated microstructures
for three different site-saturated nucleation criteria

(no particle pinning), Table 1.

The orientation map on the left-hand side of

Figs. 5–7 is coded as orientation difference be-

tween the local orientation and the cube orienta-

tion (u1 = 0�, U = 0�, u2 = 0�). The maps on the
right-hand side show the stored dislocation den-

sity. Highest dislocation densities are colored in
red. Blue regions have the lowest stored disloca-

tion densities. The gray areas are recrystallized,

i.e., they do not carry any further driving force.



Fig. 3. EBSD measurements of a cold rolled IF steel sample: (a) inverse pole figure map with reference to the normal direction, (b)

orientations close to the a-fiber (yellow) and to the c-fiber (green) (including orientations with a maximum deviation of 15�), (c) image
quality map which serves as a measure for the stored dislocation density (red = high, blue = low).
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Fig. 4. EBSD measurements of the selected sample area: (a) crystal orientation using the cube orientation as a reference orientation,

(b) inverse pole figure map in reference to the sheet normal direction, (c) a-fiber (yellow) and c-fiber (green), (d) image quality as
measure of the dislocation density (red = high, blue = low) according to Eqs. (7) and (8) (high angle grain boundaries are marked with

thin black lines).
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The black lines in both types of maps indicate
large angle grain boundaries with misorientations

above 15�.
The different maps, especially for nucleation

criterion A (Table 1, Fig. 5), reveal that nucleation

is particularly localized inside the deformation

bands which are areas with high accumulated

local dislocation densities. These highly deformed

areas recrystallize with a grain size of about 1–
2 lm. Less deformed areas exhibit a very small
density of nuclei and are the last regions to be
completely swept by recrystallization. Results

obtained for nucleation criterion B also reveal

strong nucleation clusters in areas with high dislo-

cation densities (Table 1, Fig. 6). The average

recrystallized grain size inside these clusters is be-

tween 2 and 3 lm. Cluster phenomena tend to dis-
appear for higher threshold values, as shown

exemplarily for nucleation criterion C, Table 1
(Fig. 7).



Fig. 5. Simulation results obtained for nucleation model A without particle drag (see Table 1). Recrystallization microstructures after

30, 65 and 99 vol.%. Left-hand side: crystal orientation using the cube orientation as reference. Right-hand side: dislocation density

(red = high, blue = low) (high angle grain boundaries are marked with thin black lines); see color codes in Fig. 4.

Fig. 6. Simulation results obtained for nucleation model B without particle drag (see Table 1). Recrystallization microstructures at 30,

65 and 99 vol.%. Left-hand side: crystal orientation using the cube orientation as reference. Right-hand side: dislocation density

(red = high, blue = low) (high angle grain boundaries are marked with thin black lines); see color codes in Fig. 4.
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It is an important topological result of these

simulations that two kinds of nuclei can be ob-
served. As prescribed by the model, nucleation

takes place in areas with a large stored dislocation



Fig. 7. Simulation results obtained for nucleation model C without particle drag (see Table 1). Recrystallization microstructures at 30,

65 and 99 vol.%. Left-hand side: crystal orientation using the cube orientation as reference. Right-hand side: dislocation density

(red = high, blue = low) (high angle grain boundaries are marked with thin black lines); see color codes in Fig. 4.

Table 1

Conditions for spontaneous nucleation

Nucleation

model

Nucleation criterion Recrystallized volume

fraction at t = 0 s

A (Fig. 5) Cells with a dislocation density above 70% of the occurring maximum value

undergo spontaneous recrystallization at t = 0 s (critical value: 329 · 1013 m�2)

�30% (16,451 cells)

B (Fig. 6) Cells with a dislocation density above 80% of the occurring maximum value

undergo spontaneous recrystallization at t = 0 s (critical value: 376 · 1013 m�2)

�10% (5272 cells)

C (Fig. 7) Cells with a dislocation density above 90% of the occurring maximum value

undergo spontaneous recrystallization at t = 0 s (critical value: 423 · 1013 m�2)

�0.5% (256 cells)
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density above some critical threshold value. This

means that the mechanical instability criterion

which is a prerequisite for successful nucleation

is automatically fulfilled for the spontaneously

transformed cells, except for those which are them-

selves entirely surrounded by nuclei. Such cases

represent trivial solutions of nucleation clustering.

It occurs if a certain number of neighboring cells
all fulfill independently at t = 0 s the condition of

a critical dislocation density for nucleation (see

values in Table 1).

However, according to the kinetic instability

criterion which is included in the model in the form
of the scaled mobility equation, spontaneously

generated nuclei cannot grow if their grain bound-

ary to the neighboring cell does not have sufficient

mobility. Hence, the nuclei which are artificially

formed at t = 0 s in the form of potential nuclei

as described in Table 1 can only be considered as

successful nuclei when the neighbor conditions

described are met.
Numerous examples of such potential nuclei can

be found inside less deformed areas, whereas the

highest density of successful nuclei, which can

freely expand after their spontaneous formation

at the incipient stage of the simulation, are located



Fig. 8. Kinetics and Avrami coefficients of the recrystallization

simulations shown in Figs. 5–7.
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inside or close to in-grain deformation bands or in

the vicinity of former grain boundaries. It is

important to note that most potential nuclei which

are formed at the beginning of recrystallization

turn out to be also successful nuclei. This means
that their neighbor cells are first, typically not

themselves recrystallized (hence, sufficient local

gradients in the dislocation density occur between

neighbor cells) and second, that they form highly

mobile large angle grain boundaries with their

neighbor cells.

Another important observation is that the simu-

lated specimen undergoes only partial recrystalliza-
tion to about 99 vol.%. The corresponding

mappings (Figs. 5–7) reveal two types of areas

which remain unrecrystallized. The first type is

indicated by the blue residual areas (indicating a

small value of the stored dislocation density). These

areas are mostly surrounded by large angle grain

boundaries. This means that they could in principle

be swept by expanding neighbor grains, but the
driving forces are obviously so small that further

progress of recrystallization is very slow compared

to the characteristic grid attack frequency. This

phenomenon can be referred to as thermodynamic

decrease of the recrystallization tendency.

The second even more interesting type of unre-

crystallized areas are some small red microstruc-

ture islands which have a sufficiently high driving
force but which are surrounded by grain bound-

aries with a very small mobility. This phenomenon

can be referred to as kinetic decrease of the recrys-

tallization tendency. It is also referred to as orien-

tation pinning. The red islands seems to be

preferentially located in the deformation bands.

The kinetics of the recrystallization simulation

can for the three simulations be analyzed in terms
of the Avrami–Johnson–Mehl–Kolmogorov equa-

tion (JMAK) for statistical isotropic expansion of

spheres,

X ¼ 1� exp � t
tR

� �n� �
ð11Þ

where X is the recrystallized volume or area frac-

tion, t the time, tR the recrystallization (reference)

time and n the Avrami coefficient. Site saturated

2D simulations of primary recrystallization have
an Avrami coefficient equal to 2. Fig. 8 shows
the results obtained from such kinetic analysis

for the three different simulations. All show a sub-

stantial deviation from the typical JMAK-type

growth kinetics. All curves exhibit a flattened

shape when compared with the analytical equa-
tion. Also, all three simulations show Avrami coef-

ficients below the theoretical 2D JMAK value of 2.

The lower the dislocation density threshold value

for nucleation is (Table 1), the larger is the devia-

tion from the JMAK solution.

Several reasons are conceivable to explain this

deviation: Firstly, nucleation is not homogeneous

in the present case, but it is concentrated in areas
with a large stored dislocation density. This means

that the new nuclei impinge upon each other and

compete at a very early stage of recrystallization

unlike than in the JMAK model which makes

a homogeneous assumption about the spatial



Fig. 9. Kinetics of recrystallization simulations with different

particle volume fractions; classical Zener pinning assumed on

the inherited grain boundaries.
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distribution of the nucleation sites. When the

threshold value (dislocation density above which

spontaneous nucleation occurs) becomes higher,

nucleation clustering effects become more attenu-

ated and recrystallization tends to follow the
JMAK model. Secondly, the JMAK theory does

not consider a heterogeneous distribution of the

driving force and of the grain boundary mobility.

The heterogeneous spectrum of these quantities

as encountered in the starting configuration of

the cellular automaton model will, on average,

slow down the kinetics of recrystallization when

compared to the JMAK owing to correlation ef-
fects. Finally, the discrete (cell) structure of the

automaton algorithm also plays a role for the ob-

served deviation. While the analytical model as-

sumes a vanishing volume for freshly generated

nuclei, the cellular automaton must assign at least

one cell to each new nucleus. The predicted recrys-

tallization time (around 50–100 s) is in good

accord with the experimental values.

3.2. Simulation results of primary recrystallization

considering Zener effects

The following simulations have been conducted

using nucleation criterion B (80% of the maximum

occurring dislocation density as a threshold value,

see Table 1). Two models have been used for the
implementation of particle pinning, namely, the

classical Zener description, pr = � 1.5cf/r and a
modified Zener model, pr = �2.6c f 0.92/r (see de-

tails in Section 2). Since the particle radius is used

as a constant (500 Å), simulations have been car-

ried out with different magnitudes of the particle

volume fraction.

The first step of the simulation study is to deter-
mine for which minimum value of the volume–par-

ticle radius ratio (f/r ratio) the recrystallization is

stopped by the presence of particles. This ratio is

identified by conducting an Avrami analysis for

all simulations for different volume–radius ratios

between 0 and 8 lm�1 (Fig. 9). Fig. 10 shows some

selected simulated microstructures for different

particle volume fractions.
According to the values of the f/r ratio, three

different recrystallization regimes can be observed.

The first regime can be identified for values below
5.7 lm�1. In this range the sample recrystallizes

completely. This means that the pinning forces ex-

erted by the particles residing on the inherited

grain boundaries are overcome by the local driving

forces. When compared with the corresponding

recrystallization simulations which were con-

ducted without particle drag effects, the recrystalli-
zation observed in the current case is retarded but

it is not suppressed.

The second regime can be identified for values

larger than 5.9 lm�1. In this case the primary

recrystallization stops after sweeping about 65%

of the sample volume. The final microstructure

reveals a number of unrecrystallized regions.

The third regime can be identified for intermedi-
ate values between 5.7 and 5.9 lm�1. In this range

the recrystallization exhibits a transition regime.

The occurrence of such a behavior is due to the



Fig. 10. Set of final simulated microstructures for different values of the precipitated volume fractions, f, of 28%, 29% and 30% (from

top to bottom). The nucleation criterion was that all cells with a dislocation density above 80% of the occurring maximum value

undergo spontaneous recrystallization at t = 0 s (>376 · 1013 m�2) (see criterion B in Table 1); classical Zener pinning.
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fact that most portions of the recrystallization
front are successfully pinned by the particles.

However, locally the particle pinning forces are

overcome so that recrystallization expands rapidly

further in those areas. This transition or two-stage

recrystallization behavior could be termed percola-

tion recrystallization regime. In such cases those lo-

cal sites, where single grains can overcome the

pinning force, assume the role of a nucleus which
percolates across grain boundaries if the pinning

forces are weak or the local driving force is very

high. Since only a few such sites occur, the final

grain sizes can become quite large in such cases.

The transition regime occurs within a relatively

sharp interval of the f/r values. This means that

the driving forces occurring locally at the recrystal-

lization front encounter particles which, on aver-
age, impose a drag force of almost the same

magnitude. This average magnitude amounts to

about 7 MPa for the present case, i.e., particle pin-

ning forces must exceed this average value in order

to completely suppress primary static recrystalliza-

tion everywhere in the system.

Fig. 11 shows the evolution of the a- and c-tex-
ture fibers during the simulated annealing treat-
ment for different f/r ratios. The a-fiber is a
typical cold rolling fiber for IF steels. It collects tex-

ture components with a common crystallographic

h110i axis parallel to the rolling direction. The c-
fiber is a typical annealing fiber. It presents texture

components with a common crystallographic

h111i axis parallel to the sheet normal) [2,3].
The data show that for f/r ratios below

5.7 lm�1 the evolution of both, a-fiber and c-fiber,
is in good accord with the texture evolution typi-

cally observed for low-carbon steels, i.e., the c-
fiber increases and the components on the a-fiber
decrease. A special feature of these simulations is

the relatively late increase of the c-fiber. Until a
recrystallized volume fraction of 50% is reached,

the c-fiber orientations remain approximately con-
stant at about 13 vol.%. After that it drops rapidly
as a function of time.

For f/r ratios between 5.7 and 5.9 lm�1 the evo-

lution of the a- and c-fiber texture components is
reversed at the beginning of recrystallization. With

an increasing progress of recrystallization, how-

ever, the c-fiber orientations become quite strong
corresponding to a pronounced drop of the orien-

tations on the a-fiber.



Fig. 11. Evolution of the a- and c-fiber orientations during the
simulated annealing under consideration of particle drag for

different ratios of the volume fraction and particle radius, f/r.
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For f/r ratios larger than 5.9 lm�1 the same re-

versed trend as found between 5.7 and 5.9 lm�1 is

observed. However, no increase in the c-fiber oc-
curs before the recrystallization ceases to proceed.
Consequently, after a recrystallized volume frac-

tion of 50% the a-fiber still dominates the texture.
The results obtained for the predictions which

were conducted by using the Zener–Friedel instead

of the classical Zener model are very similar to the

data shown above. When using the same starting

configurations as for the Zener calculations, espe-

cially the same assumed particle radius of 0.05 lm,
the transition regime occurs for a particle volume

fraction between 14% and 15%. This is consistent

with the analytical result for the critical volume

fraction associated with the Friedel–Zener pinning

force, fFZ.
3

2
c
fZ
r
¼ 2:6c f

0:92
FZ

r
() fFZ

¼ exp lnð0:58f ZÞ
0:92

� �
; i:e:; f FZ � 0:141

ð12Þ
4. Conclusions

We used a cellular automaton model for the sim-

ulation of the recrystallization texture of an 80%

cold rolled interstitial free (IF) steel with and with-
out consideration of particles on the inherited grain

boundaries. The model was applied to experimen-

tally obtained high resolution EBSD data. Depend-

ing on the ratio of the precipitated volume fraction

and the average radius of the particles, f/r, the sim-

ulations revealed three different regimes for the

influence of particle pinning on the resulting micro-

structures, kinetics and textures. The first regime
which occurred for small values of the f/r ratio on

the former grain boundaries was characterized by

complete, though retarded recrystallization. The

second regime which occurred for intermediate val-

ues of the f/r ratio on the former grain boundaries

was characterized by a partially suppressed pro-

gress of recrystallization. The third regime which

occurred for large values of the f/r ratio on the for-
mer grain boundaries was characterized by a ki-

netic transition, i.e., most of the recrystallization

front was successfully pinned by particles except

for some small areas where recrystallization could

percolate into neighboring grains. This regime,

therefore, revealed a two-stage recrystallization

behavior which was be referred to as percolation

recrystallization.
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