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Abstract

The mechanical response of multiphase alloys is governed by the microscopic strain and stress partitioning behavior among micro-
structural constituents. However, due to limitations in the characterization of the partitioning that takes place at the submicron scale,
microstructure optimization of such alloys is typically based on evaluating the averaged response, referring to, for example, macroscopic
stress–strain curves. Here, a novel experimental–numerical methodology is introduced to strengthen the integrated understanding of the
microstructure and mechanical properties of these alloys, enabling joint analyses of deformation-induced evolution of the microstructure,
and the strain and stress distribution therein, down to submicron resolution. From the experiments, deformation-induced evolution of (i)
the microstructure, and (ii) the local strain distribution are concurrently captured, employing in situ secondary electron imaging and
electron backscatter diffraction (EBSD) (for the former), and microscopic-digital image correlation (for the latter). From the simulations,
local strain as well as stress distributions are revealed, through 2-D full-field crystal plasticity (CP) simulations conducted with an
advanced spectral solver suitable for heterogeneous materials. The simulated model is designed directly from the initial EBSD measure-
ments, and the phase properties are obtained by additional inverse CP simulations of nanoindentation experiments carried out on the
original microstructure. The experiments and simulations demonstrate good correlation in the proof-of-principle study conducted here
on a martensite–ferrite dual-phase steel, and deviations are discussed in terms of limitations of the techniques involved. Overall, the pre-
sented integrated computational materials engineering approach provides a vast amount of well-correlated structural and mechanical
data that enhance our understanding as well as the design capabilities of multiphase alloys.
� 2014 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
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1. Introduction

Simultaneous improvement of material strength and
ductility is achievable by microstructures that combine sev-
eral deformation and strengthening mechanisms. With the
exception of single-phase materials showing deformation-
dependent transitions between different strain-hardening
mechanisms (e.g. twinning-induced plasticity (TWIP) steels
[1]), in current alloy design practice joint strength and

ductility optimization is typically realized by introducing
different phases with contrasting mechanical characteristics.
Recent examples of such systems are dual-phase (DP, [2,3]),
transformation-induced plasticity (TRIP, [4,5]) steels, and
ðaþ bÞ-Ti-alloys [6,7], etc.

The phase-specific deformation or transformation
mechanisms present in such microstructures are triggered
at different local stress or strain levels, and, therefore, the
global performance of such alloys under mechanical load-
ing critically depends on the evolution of stress and strain
partitioning among the different phases. Thus, to under-
stand the behavior of existing high-strength alloys and to
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design new composites, phases and interfaces with
improved properties, analysis of the microstructural strain
and stress partitioning is crucial [8]. Moreover, to identify
physically based microstructure design guidelines, it is
essential that the measurement of strain and stress fields
is further coupled to the measurement of the deforma-
tion-induced evolution of the underlying microstructure
itself. The concurrent mapping of strain, stress and micro-
structure-evolution, however, is highly challenging since:

i. mapping of the deformation-induced evolution of
such complex microstructures requires the use of
microscopy techniques that provide excellent phase
and defect contrast at both high resolution and large
field of view;

ii. mapping of microscopic strain fields requires a high-
performance microscopic-digital image correlation
(lDIC) methodology that does not suffer from limited
resolution/field-of-view, patterning-induced micro-
structure modification, and inaccuracies at high strain
levels [9–14];

iii. mapping of microscopic stress fields at the required
spatial resolution is challenging by stand-alone exper-
iments, calling for complementary crystal mechanics
simulations.

In the literature, the mapping of these three different
“fields” has typically been achieved through experimental
in situ techniques (e.g. [1,3,4,15–18]) or by numerical simu-
lations [19–23], in an uncoupled manner. Among the exper-
imental approaches, earlier works focused on basic mapping
of microstructure evolution (based on topographic trace
analysis) without strain mapping [16] or subsequently on
mapping macroscopic strain fields without coupling to the
underlying microstructure evolution [17,24]. Most recent
efforts following the introduction of lDIC include mapping
of microscopic strain fields together with some basic (i.e.
topography-based) analysis of microstructure evolution
[14,15,25,26]. A more direct coupling between lDIC and
the underlying microstructure is obtained through accom-
panying electron backscatter diffraction (EBSD) measure-
ments in Ref. [27]. Among the simulation efforts, the great
majority of early works were based on morphologically sim-
plified unit cell models [20,22,23,28]. In the recent years,
crystal plasticity (CP) finite-element method (FEM)-based
numerical analyses were increasingly based on experimen-
tally obtained microstructure maps [19,29–38]. This trend
is expected to further develop and include an increasing level
of microstructural authenticity and detail (e.g. [37,38]).
There are, however, only few very recent examples [39,40]
that aim to couple the deformation-induced microscopic
strain or stress field evolution to the experimental analysis
of the deformation of the same starting microstructure. A
number of technical challenges have hampered the interac-
tions between experiments and simulations so far, and thus
more holistic approaches to couple advanced experimental
and simulation tools and methodologies in an integrated

manner are required to match the three requirements (i)–
(iii) described above.

In this work we present a novel, integrated experimen-
tal–numerical methodology that fulfills these conditions,
allowing concurrent analysis of deformation-induced evo-
lution of microstructure, strain partitioning and stress par-
titioning. With this methodology, as shown schematically
in Fig. 1, the first is derived from experiments and the last
from the corresponding CP simulations, while the strain
mapping is obtained from both. In the experiments, to
allow strain and microstructure mapping (i.e. challenges
(i) and (ii) above), a recently developed lDIC technique
is employed that provides high-resolution (approximately
0:1 � 0:001 lm) strain maps without inhibiting the appli-
cation of EBSD measurements, electron channeling con-
trast imaging (ECCI) [41] and secondary electron (SE)
imaging measurements of the same microstructural region
[10]. The simulation route also starts from the EBSD
map of the same area (Fig. 1), from which a crystallograph-
ically informed numerical model is created with phase
properties obtained from inverse CPFEM simulations of
nanoindentation experiments [42,43]. Using a recently
developed spectral solver suitable for heterogeneous mate-
rials with high mechanical phase contrast and nonlinear
stress–strain response [44,45], full-field CP simulations are
carried out. Guided by a comparison with the experimen-
tally obtained strain fields, these simulations allow map-
ping local stress fields, thus providing an indirect solution
for challenge (iii) described above.

Here we demonstrate the potential of the methodology
on the example of a DP steel, which is an ideal case study
material for stress and strain partitioning due to the coex-
istence of the high mechanical contrast phases martensite
and ferrite with comparable volume fractions. First, a
detailed explanation of the experimental and numerical
methods is provided, followed by results obtained from
both routes in a consecutive manner. These results are then
analyzed and discussed in direct comparison, focusing on
various phenomena that are characteristic for DP steel
micromechanics.

2. Methodology

The strength of the methodology lies in the strong cou-
pling between experiment and modeling as schematically
outlined in Fig. 1. In this section, the methodologies fol-
lowed in both routes are explained in detail, referring to
Figs. 2 and 3, respectively.

2.1. In situ experiments

For the experiments, tensile samples with gauge dimen-
sions of 4 mm � 2 mm � 1 mm are produced by spark ero-
sion. Specimen surfaces are polished with colloidal SiO2

particles ranging from 0.01 to 0.05 lm in size, following a
conventional metallographic grinding, diamond polishing
and etching procedure. Preliminary large field-of-view
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EBSD measurements are conducted to identify regions of
interest (ROIs) that enable a comparison of the influence
of different microstructural features on strain partitioning
(Fig. 2a). In the case of DP steel considered here, the influ-
ence of ferrite grain size, martensite fraction, martensite dis-
tribution, etc., can be investigated with this approach that
benefits from the inherent microstructural heterogeneity.
EBSD measurements and scanning electron microscopy

(SEM) imaging are carried out using a ZEISS-Crossbeam
XB 1540 focused ion beam (FIB)-SEM instrument
(Oberkochen, Germany). This instrument is also equipped
with an EDAX/TSL system (Draper UT, USA). For the high
spatial resolution EBSD images of the chosen ROIs in
Fig. 2a an acceleration voltage of 15 kV with a step size
of 100 nm was chosen. Pattern quality and misorientation
distributions obtained in the EBSD measurements confirm
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Fig. 1. The integrated approach involves experiments and simulations both proceeding from the same EBSD-mapped microstructure data sets, providing
the deformation-induced local strain and stress distribution maps as well as the associated microstructural changes. Note that the schematic descriptions of
the obtained strain maps here represent the ideal case, whereas differences unavoidably exist between experimentally and numerically obtained maps.

Fig. 2. Methodology of region of interest (ROI) selection and microstructure imaging during the deformation experiments: (a) EBSD-based IQ map that
shows the locations of the ROIs with high-resolution IPF overlays. The ROI with the solid white border is discussed in detail in this paper, whereas the
upper and lower left ROIs are discussed elsewhere [46]. (b) BSE/SE microstructure images at the undeformed state (left) and at �ex ¼ 0:08 strain in the
horizontal loading direction (right). (c) In-lens SE microstructure images at undeformed state (left) and at �ex ¼ 0:08 strain in the horizontal loading
direction (right). High-magnification insets show that microstructure-free pattern images are obtained by the in-lens detector. Note that all images in (b)
and (c) are of exactly the same ROI, underlining the strength of the developed selective pattern imaging methodology.
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deformation-free surface preparation obtained by the
aforementioned procedure.

Prior to the deformation experiments, a single layer of
0:015 � 0:005 lm SiO2 particles is homogeneously distrib-
uted on the sample surfaces for follow-up local strain field
measurements. More details on this procedure are given in
Ref. [10]. As shown in Fig. 2, the single layer pattern of
SiO2 particles offers two distinct advantages. On the one
hand, it does not obstruct imaging of surface topography
(by SE imaging) and the underlying microstructure (by
backscatter electron (BSE) imaging) as demonstrated in
Fig. 2b, thus allowing microstructure imaging without
any interference from the overlaying pattern. On the other
hand, the SiO2 pattern can be selectively imaged for lDIC
at high resolution without any disturbance by the underly-
ing microstructure (thus avoiding effects of surface rough-
ening and/or changing electron channeling conditions) by
in-lens SE imaging as shown in Fig. 2c.

Next, using a KAMMRATH & WEISS (Dortmund, Ger-
many) stage, the tensile sample is deformed in uniaxial ten-
sion to increasing levels of strain. At each deformation
level, ROIs are imaged using different SEM detectors (i.e.
SE, BSE, in-lens SE, EBSD). The images captured by the
in-lens SE detector are used for the lDIC analysis using
the ARAMIS software (GOM GmbH, Braunschweig,
Germany). For optimal image correlation and microstruc-
ture imaging, small interaction volume (low-kV) imaging
conditions are employed and images of (at least) 2048
pixel � 1536 pixel resolution are taken.

Following the deformation experiments, a colloidal SiO2

polishing based serial sectioning procedure is carried out to
reveal the 3-D microstructure underneath the observed

surface layer. For precise positioning of the investigated
area inside of each section, FIB-milled markers are placed
in the sample surface, sufficiently away from the ROIs to
avoid FIB damage. The geometry of the markers (i.e. trian-
gular prism, whose triangular base is perpendicular to the
specimen surface) are used to indicate the depth of section-
ing. SE/BSE imaging and EBSD mapping are then con-
ducted for selected depths, to reveal the phases below the
surface topology in the ROIs.

2.2. Full-field crystal plasticity simulations

For establishing a physically based modeling approach
on the basis of a high-fidelity microstructure mapping of
the in situ experiments outlined above, a direct, i.e. mesh-
free simulation of the probed microstructure patches is
required. For this reason, the EBSD data obtained on
the investigated microstructural areas (Fig. 2a) is set as
the starting point for the CP simulations [47,48] using the
DAMASK framework [49,50]. This framework can pro-
vide various constitutive models, e.g. a phenomenological
description [51], a dislocation-based model (incorporating
TWIP effects [52]), and a formulation taking dislocation
flux into account [53]. For the proof-of-principle presented
here, the phenomenological model (details are presented in
Appendix A.1) was employed. In contrast to the more com-
plex constitutive models, whose predictive capabilities
heavily depend on—often experimentally not accessible—
physical parameters, the phenomenological model can be
fitted without ambiguities to the actual material properties
as described further below in this section. As is shown later,
it is encouraging in the context of the proposed method to

Fig. 3. The model for the CP simulations is based on the real microstructure as shown in (a), where the three images show the EBSD-based image quality
(IQ) map (top), EBSD grain average IQ (GavgIQ) maps (middle) and the resulting phase map (bottom). Phase properties are extracted from
nanoindentation experiments, AFM measurements and follow-up CPFEM simulations as shown in (b)–(d). Note that in (b), indent locations are
highlighted by red dots, and orientations of considered grains (IPF shown in inset parallel to normal direction); in (c), the AFM measured pile-up
topography of these indents are provided (left) together with simulated topographies (right); and in (d), determined ferrite phase behavior is presented
together with the different martensite behaviors considered. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
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see that various important micromechanical phenomena
can be already successfully captured using this rather sim-
ple model.

Handling the increased computational challenges associ-
ated with the underlying complex microstructures and the
strong mechanical contrast among the phases present in
DP steels requires an advanced numerical solution strategy
that reaches beyond the established CPFEM approaches
[54]. Efficiency requirements are also of specific importance
for achieving longer-term goals of such integrated computa-
tional materials engineering (ICME) approaches, as in the
case of full experimental calibration, multiple stand-alone
simulations of artificial microstructural variants would be
routinely run to systematically screen the influence of spe-
cific microstructural parameters. To this end, the authors
have recently developed an advanced spectral method-
based solver to replace the de facto standard FEM for solv-
ing the associated boundary value problems [44,45]. A short
summary of the spectral method, which was originally pro-
posed by Moulinec and Suquet [55,56] and has been well
established in material mechanics for solving boundary
value problems during the last decade [57–60], is given in
Appendix B. More details of the used implementation can
be found in Refs. [44,45]. The authors (among others) have
recently demonstrated that this solver overcomes some lim-
itations of the FEM, such as unfavorable scaling for large
problems, the inability to capture high spatial gradients
and the necessity of meshing [44]. The latter is achieved as
the spectral method allows a direct use of the regular grid
provided by the discrete EBSD points. Thus, each computa-
tion point is assigned a phase (i.e. martensite or ferrite,
based on the grain average image quality (IQ), see
Fig. 3a) and initial crystallographic orientation (Fig. 2a).
Phase transformation is not included in the model. Since
it is known from experimental observations that retained
austenite transforms to martensite during the early defor-
mation states in the material considered, austenitic grains
are treated as martensite. The resulting phase distribution
is shown in Fig. 3a for the ROI discussed herein.

Additional microstructural authenticity is introduced in
the model by extracting the phase properties directly from
the microstructure itself (Fig. 3b–d). This is done with the
help of an inverse CPFEM simulation procedure which
was originally developed for and applied to hexagonal
materials [42,43,61]. As shown in Ref. [42] this procedure
can serve as an substitute for single-crystal experiments
with the significant advantage that chemical composition
and heat treatment are exactly the same for “single-crystal”
and polycrystal experiments. It is here applied to the case
of the body-centered cubic crystal structure of ferrite. This
approach to identify the mechanical behavior of the ferrite
matrix phase involves optimization of initial and final
resolved shear stress on the h111i {110} and h111i
{112} slip system families in four differently oriented
grains (Fig. 3c) to correctly predict the pile-up topography
resulting from nanoindentation experiments (Fig. 3b). To
achieve this, load-controlled indentation experiments

ðFmax ¼ 4:0 mNÞ are performed using a spheroconical dia-
mond tip with a nominal tip radius of 1.0 lm and a nom-
inal cone angle of 90� on the same undeformed DP
microstructure (away from the ROIs). From the array of
indents, those in the center of differently oriented, large fer-
rite grains are selected (shown as highlighted grains in
Fig. 3b). Thus, grain boundary effects on indentation mea-
surements, and surface relief effects on follow-up atomic
force microscopy (AFM) measurements are both mini-
mized. The pile-up topography in the vicinity of the indents
(10 mm � 10 mm) are measured using tapping-mode AFM
measurements with a scan rate of 0.25 Hz and a tip velocity
of 5 lms�1. Finally, using a NELDER–MEAD-type nonlinear
optimization algorithm, the initial and saturation shear
strength values for the two slip system families are identi-
fied. The objective function is based on differences in
pile-up topographies (Fig. 3c) and the load–displacement
curves. The identified set of parameters is given in
Table 1a and shown in comparison to the martensite
stress–strain curves in Fig. 3d. Employment of the DAM-
ASK framework allows exactly the same material point
model to be used for both the simulation of the periodically
repeated DP microstructure with the fast and efficient spec-
tral solver, and for the parameter identification procedure
with the commercial FEM solver MSC.Marc.

As shown in Fig. 3c for the four chosen grains, the final
CPFEM-predicted pile-up patterns are in good agreement

Table 1
Material parameters, based on Ref. [62] and adjusted to actual phase
properties. (a) Ferrite, initial and saturation slip resistance determined
using inverse simulation procedure. (b) Martensite, initial and saturation
slip resistance fitted to stress–strain curve and hardness ratio.

Property Value Unit

(a)
C11 233.3e9 Pa
C12 135.5e9 Pa
C44 118.0e9 Pa
_c0 1e-3 m s�1

s0;f1 1 1g 95e6 Pa
s1;f1 1 1g 222e6 Pa
s0;f1 1 2g 96e6 Pa
s1;f1 1 2g 412e6 Pa
h0 1e9 Pa
hab 1.
n 20
w 2.25

(b)
C11 417.4e9 Pa
C12 242.4e9 Pa
C44 211.1e9 Pa
_c0 1e-3 m s�1

s0;f1 1 1g 406e6 Pa
s1;f1 1 1g 873e6 Pa
s0;f1 1 2g 457e6 Pa
s1;f1 1 2g 971e6 Pa
h0 563e9 Pa
hab 1.
n 20
w 2.25
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with the AFM-based experimental measurements. This
indicates that the hardening behavior is correctly described
by the determined set of parameters. However, as the
approach described in Ref. [61] does not strongly penalize
deviations from the load–displacement curve, the force is
underestimated by the simulation and reaches only the val-
ues of approximately 2.5 mN instead of the experimentally
determined 4.0 mN (for the same indent depths).

The same procedure is not applicable to the martensitic
phase, as the dimensions of the martensitic laths are of sim-
ilar size as the nanoindents. Therefore, for the martensite,
constitutive parameters are fitted to macroscopic, i.e. poly-
crystal stress–strain curves. However, to strengthen the
correlation with the material at hand, the initial flow stress
ratio between ferrite and martensite (identified from the
nanoindentation experiments) is considered. This ratio is
used as a basis to scale the initial and final shear stress
on each slip system family in the martensite. Moreover,
the sensitivity of the simulation results on the martensitic
phase properties is studied with the aid of follow-up simu-
lations using the modified mechanical contrast between fer-
rite and martensite. To this end, martensite variations are
introduced by �25% scaling of the initial and final shear
stress on each slip system family. Also, the influence of
martensite anisotropy is investigated by comparing the
results of fully anisotropic CP simulations to results
obtained using an isotropic (J2) model for the martensite.
More details on constitutive aspects of the used models
are given in Appendix A. The stress–strain curves for all
used parameters for martensite are shown in Fig. 3d.

Using the same strain rate as in the experiment, namely
6.0 � 10�4 s�1, the microstructural patches are loaded
under tensile strain for 170 s, reaching a final average strain
of approximately �ex ¼ 0:08. The out-of-plane direction of
the 2-D slice is set to be stress-free to reflect the experimen-
tal situation of a free surface. As it is characteristic for the
spectral method, the microstructure is periodically repeated
in all three directions, i.e. the prescribed boundary condi-
tions are volume/area averages. It will be shown later (Sec-
tion 3) that the strain heterogeneity is influenced mainly by
the immediate neighborhood of a given microstructural
area, suggesting that the influence due to the artificial peri-
odicity introduced by the boundary description is confined
to a narrow zone (see also [46]). Nevertheless, to minimize
this deviation further the simulated microstructural areas
are kept larger than those tracked experimentally. The
errors introduced through the mentioned uncertainties in
phase determination and through the setting of phase prop-
erties are critically discussed in Section 4.

3. Results

The coupled experimental–numerical methodology is
applied for all four regions shown in Fig. 2a. For the
proof-of-principle assessment of the methodology and the
comparative analyses conducted here, the focus is placed
on the one highlighted by a solid line in Fig. 2a. The

experimental–numerical analyses of the deformation in
the other ROIs are discussed elsewhere [46].

3.1. In situ experiments

The images obtained at different deformation stages
(local average strain in horizontal loading direction
�ex ¼ 0:00; 0:05; 0:08) are presented in Fig. 4. The SE images
(Fig. 4a), the lDIC maps (Fig. 4b) and the EBSD maps
(Fig. 4d and c) clearly demonstrate that the developed
experimental methodology [10] enables strain and micro-
structure mapping at an optimal combination of spatial
resolution and field-of-view.

In the SE images presented in Fig. 4a, it is observed that
deformation leads expectedly to significant surface rough-
ening, arising from slip steps, grain rotations, grain sink-in,
and damage incidents [47]. The heterogeneity of deforma-
tion observed here is clearly linked to the DP martensite–
ferrite microstructure shown in the leftmost image in
Fig. 4b. This figure is divided by dashed lines into four
regions for the follow-up discussion. The trend in roughen-
ing observed up to �ex ¼ 0:05 is preserved to �ex ¼ 0:08
(Fig. 4a), suggesting that strain is heterogeneously distrib-
uted, but this distribution does not significantly change
with increasing loading level. Local VON MISES strain maps
in Fig. 4b, where the strain is overlaid on the EBSD high-
angle (i.e. more than 15�) grain boundary map of only fer-
rite, confirm this observation. At an average strain of
�ex ¼ 0:05, there is already significant partitioning of strain
between ferrite and martensite, such that the ferrite takes
the majority of the plastic strain. The extent of strain par-
titioning among ferrite and martensite is also shown quan-
titatively in Fig. 5a. More interestingly, there is also strong
partitioning among the ferritic regions (see, e.g. strain lev-
els in region (ii) vs. region (iv) in the rightmost image in
Fig. 4b and the scatter in VON MISES strain in ferrite regions
in Fig. 5a). In fact, plastic strain is observed to be exceed-
ingly high in submicron thick bands which are 45� to 50�
oriented with respect to the loading direction. Such sharp
deformation gradients are observed even within single fer-
ritic grains (see region (iv) in rightmost image in Fig. 4b).
In many cases, localization bands develop at the center of
ferrite grains away from grain boundaries, and are aligned
towards gaps between the surrounding martensite islands.
With an increase in overall strain to �ex ¼ 0:08, the local
strain within the deformation bands increases further (up
to an equivalent strain of approximately evM ¼ 0:40), while
no new bands appear and the rest of the microstructure
deforms relatively more sluggish. Clear damage incidents
are also captured, as seen in the rightmost image in
Fig. 4a. Most damage incidents are located in those bound-
ary regions that separate the severely deformed regions
(e.g. localization bands) from regions that are not signifi-
cantly strained (e.g. martensitic zones).

In Fig. 4c, EBSD kernel average misorientation (KAM)
maps are overlayed on EBSD high-angle (i.e. more
than 15�) boundary maps of ferrite grains. The local
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misorientation maps indicate the distribution of martens-
itic-transformation-induced geometrically necessary dislo-
cations (GNDs) [3], and of deformation-induced grain
subdivision processes [63]. In the leftmost image in
Fig. 4c, the lattice rotation around martensitic regions is
clearly observed in the undeformed state, arising due to
the volume expansion associated with the martensitic
transformation. In some regions with relatively smaller fer-
rite grain size, almost the full volume of the ferrite grains is
affected (see, e.g., lower part of region (iii) and upper right
part of region (i)). These ferritic regions which contain a
high GND density in the undeformed state, act like the
martensitic regions in terms of strain accommodation when

deformed, i.e. they correspond to low deformation regions
that are likely to be avoided by the high strain bands. With
further deformation, misorientation gradients are built up
within the majority of the ferritic grains, corresponding
to deformation-induced grain subdivision [64]. High den-
sity of GNDs is expected where there are significant strain
gradients. The topmost grain in region (i) is a clear exam-
ple. The strain map in Fig. 4b reveals that the right half
of the grain accommodates significant plastic strain and left
half does not. The corresponding KAM distribution in
Fig. 4c shows a high value exactly at the section that sepa-
rates the right half from the left half, indicating a high
GND density. Note that some ferritic grains show very

Fig. 4. Results of the in situ deformation experiments in the undeformed state (left) and at an average strain of �ex ¼ 0:05 (center) and �ex ¼ 0:08 (right): (a)
SE images; (b) lDIC strain maps; (c) EBSD-based kernel average misorientation (KAM) maps; (d) EBSD-based inverse pole figure (IPF) maps. Note that
in (a) global stress–strain curves are provided as insets; in (b) the EBSD image quality map of the undeformed stage (left) shows four different regions
marked for further discussion in this manuscript and the yellow line indicates location shown in Fig. 5; in (b) and (c) lDICbased strain map is overlayed on
EBSD-based ferrite high-angle grain boundary map; and in (d) the inverse pole figure refers to the legend presented in Fig. 2a, and is overlayed to the
EBSD-based image quality maps.
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low or almost no increase in local misorientation distribu-
tion despite sharp strain bands (see, e.g. lower right part of
region (iv)). This is due to the maximum misorientation
(1.5�) set in calculating the KAM. Higher deformation-
induced lattice rotations around the localized strain bands
are thus not shown in this map for visual clarity.

In Fig. 4d, inverse pole figure (IPF) maps of the investi-
gated microstructure are presented at different deformation
levels. Slight orientation changes are observed in all ferritic
grains, while in severely deformed ferrite grains the rota-
tions are more evident, in connection to the associated
strain gradients. Note that the presented KAM (Fig. 4c)
and IPF (Fig. 4d) maps confirm that high-resolution micro-
structure mapping can be carried out even in the presence
of the lDIC pattern.

For a more quantitative analysis of strain partitioning in
the analyzed DP microstructure, the local VON MISES

strains evM accommodated by the martensite and ferrite
phases are plotted with respect to the global (average)
VON MISES strain �evM in Fig. 5a. Strain evolution in the
martensite regions is replotted with different axes in
Fig. 5b for better clarity. As expected, the ferrite carries
the majority of the deformation, e.g. at an average strain
�evM ¼ 0:10; evM � 0:15 in ferrite compared to evM � 0:02
in martensite. Comparing the scatter indicated by the ver-
tical bars at the final global deformation level, it can be
seen that the strain shows higher heterogeneity in ferrite
than in martensite. From Fig. 5b it is interesting to see that
a higher rate of straining is recorded for martensite at early
stages of deformation, than at later stages (e.g. after
�evM � 0:04).

The evolution of the strain gradients along the section
shown in Fig. 4b is plotted in detail in Fig. 6a at different
deformation stages for a quantitative analysis of the strain
heterogeneity in ferrite. Here it is interesting that (i) sharp
strain gradients of up to 0.2 lm�1 are developed within
ferritic regions, and (ii) the development of the sharp
deformation gradient does not lead to macroscopic strain
localization. In other words, regions adjacent to a given
high deformation band keep on deforming plastically as

well, but exhibiting a harder mechanical response. The
numerically obtained strain profile is also provided in
Fig. 6b, but will be discussed later together with other sim-
ulation results.

Following the in situ deformation experiments, serial
sectioning is carried out to reveal the microstructure under-
neath the observed surface layer. This is an important
ingredient in the current integrated approach, since the
probed microstructures are generally not columnar, i.e.

micromechanical effects quantified at the surface can be
influenced by the microstructure beneath. The results of
post-deformation serial sectioning are summarized in
Fig. 7.

The BSE images (Fig. 7a) of the as-deformed state (top)
and the as-repolished (bottom) state reveal the severe
effects of deformation-induced surface roughening. Even
upon 1.3 lm repolishing after deformation, the majority
of region (ii), which has accommodated significantly more
strain compared to the other regions (rightmost image in
Fig. 4b), appears dark in the BSE image and thus is not flat
Fig. 7a. The undeformed EBSD-based IQ and IPF maps
are shown in Fig. 7b and cm respectively, in comparison
to the deformed and repolished state. The comparison
reveals, except for the non-flat region (ii), whether martens-
ite or ferrite grains extend below the surface. To track cer-
tain grains in the third direction, IQ values are considered
for distinguishing martensite (see, e.g. the three arrows in
Fig. 7b), and crystallographic orientations are used for dis-
tinguishing different ferrite grains (see, e.g. the three arrows
in Fig. 7c). This combined analysis reveals that the surface
microstructures of regions (i), (ii) and (iv) extend at least
1.3 lm in the depth direction. In contrast, the microstruc-
ture in region (iii), e.g. the large martensite region shown
by the blue arrow in Fig. 7b, is observed to be shallow
and has a (soft) ferritic grain underneath.

3.2. Full-field crystal plasticity simulations

Fig. 8 shows simulation results corresponding to the
experimental results shown in Figs. 4 and 7 at similar
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global deformation steps up to the maximum global strain
of �ex ¼ 0:08. Fig. 8 shows the VON MISES strain evM and
stress rvM, as well as the hydrostatic stress r0 maps.

Comparing the overall strain distributions obtained
from the simulations (Fig. 8a) to those from experiments
(Fig. 4b) reveals that many features are in good agreement:

� A strong strain partitioning is observed among ferrite
and martensite (Fig. 8a, rightmost image), the extent
of which is quantitatively assessed in Fig. 5.
Comparing the simulation-based ferrite and
martensite curves, it can be seen that the ferrite grains
accommodate most of the deformation, i.e.

�evM ¼ 0:12� 0:09 at an average deformation of
�evM ¼ 0:10 compared to evM ¼ 0:02� 0:01 in mar-
tensite. These values correspond well to the experi-
mentally observed strong partitioning shown in the
same graph.

� There is also good qualitative agreement in the
level of scatter observed in the ferritic regions
shown in Fig. 6 for the final deformation level
in Fig. 4. The large scatter (evM ¼ 0:020–0:35 for
a nominal strain of evM ¼ 0:010) corresponds to
the highly heterogeneous nature of strain
distribution in ferrite, which is clearly seen in
Figs. 4b and 8a.

Fig. 7. Results of post-deformation serial sectioning experiments of the as-deformed (top) and as-repolished states (bottom) shown with: (a) BSE images,
(b) EBSD-based IQ maps, and (c) EBSD-based IPF maps (legend in Fig. 2). Arrows are placed to track grains. For the repolished state, some deformation
topography is still present on the surface (mainly in region (ii)); and that due to the deformation some portions of region (iii) are left out of view.
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� The strain in many ferritic regions is localized in
bands oriented at 45�–50� w.r.t. the loading direc-
tion in both experiment and simulation.

These observations indicate that the model is suitable to
describe the overall mechanical behavior correctly. How-
ever, there is an apparent difference between simulation
and experiments regarding the exact location of some of
the high-strain bands. The possible causes of this difference
are analyzed in Section 4.

Given the promising correlation of the local strain from
simulations and experiments, stress maps obtained from
simulations are considered next (Fig. 8b and c). Focusing
on the VON MISES stress maps in Fig. 8b, it is observed that
long and thin martensite connections aligned with the load-
ing direction experience the highest stress. Interestingly, the
local stress peaks up at these points straight away with the
start of straining. That is, even at �evM ¼ 0:03, the stress dis-
tribution in martensite is very heterogeneous. This pattern
is maintained with increasing deformation. Notch effects

arising from morphological irregularities also contribute
to the high stresses observed in the martensitic areas. The
hydrostatic stress is also increased at these notch-like loca-
tions. The SE images in Fig. 8c (cropped from region (i) in
Fig. 4a) demonstrate that damage nucleation incidents are
observed where the hydrostatic stress is locally increased.
Interestingly, stress heterogeneity is also observed in mar-
tensitic regions where morphology or geometrical orienta-
tion do not play significant roles (see, e.g. the large
martensite grains in region (iii)). It is thus clear that stress
in martensite depends on the crystallographic orientation
of each block, although this does not reflect a significant
difference in strain within such large martensitic regions.

Finally, the influence of martensite constitutive proper-
ties on the stress partitioning is presented in Fig. 9 and
plotted in Fig. 10 for the profile shown in Fig. 9a. Here it
is clearly seen that the martensite in all configurations
accommodates most of the stress in the microstructure,
having an equivalent stress of rvM ¼ 1:0–4:0 MPa com-
pared to rvM ¼ 0:1–1:0 MPa in the ferrite. Two trends

Fig. 8. Numerical results obtained from the CP simulations at an average strain of �ex ¼ 0:03 (left), �ex ¼ 0:05 (center) and �ex ¼ 0:08 (right), showing (a) VON

MISES strain in ferrite (where gray areas indicate martensite); (b) VON MISES stress in ferrite and martensite; (c) hydrostatic stress in ferrite and martensite
(top) and SE images showing a damage incident (bottom) taken from Fig. 4a. Arrows indicate the coincidence of high hydrostatic stresses and damage.
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are evident: (i) for the martensite with the lower yield stress
shown in Fig. 9c, the stress distribution within the martens-
itic regions is more homogeneous compared to the case
with higher martensite yield stress values (Fig. 9d). The
effect is more clearly observed in Fig. 10. (ii) Stress hetero-
geneity in martensite is significantly decreased when the
martensite behavior is assumed to be isotropic (cf.
Fig. 9a with Fig. 9b).

4. Discussion

The results presented above demonstrate the vast
amount of micromechanical data that can be produced
by the developed methodology. In this section, the
obtained results are discussed in terms of (i) the

representativeness of the observed DP micromechanics,
and (ii) the understanding thereof gained.

The overall success in capturing the similar qualitative
(see Figs. 4b and 8a) and quantitative (see Fig. 5) strain dis-
tribution trends in simulations and experiments strongly
underlines the representativeness of the presented results.
However, differences are observed in some cases as well,
e.g. regarding the position of the high strain bands. More
specifically, the simulations reveal strain bands that are fol-
lowing narrow ferritic zones in highly martensitic regions
(e.g. regions (ii) and (iii)), whereas in ferritic regions that
are more remote from martensite islands (e.g. in region
(iv)), the strain distribution is more gradual compared to
the experimental results (see Fig. 6a). The causes of these
deviations are discussed in the following paragraphs, and
tracked to known limitations of the experimental method-
ology or to the underlying simplifications in the simulation
methodology.

The main limitation for the experiments is that SEM is a
surface analysis technique and cannot (in a non-destructive
manner) be used to reveal 3-D information of the investi-
gated microstructure. This inevitably introduces the colum-
nar microstructure assumption during the model creation
process for the simulations, while in reality there may be
martensite layers below the surface ferrite grains, or vice
versa. However, the post-mortem serial sectioning method-
ology employed in this work partially compensates for this
assumption, by allowing the role of the underlying micro-
structure to be assessed in a critical manner. An example
is discussed regarding region (iii), where a significant differ-
ence is observed between experiments and simulations
(rightmost images in Figs. 4b, and 8a). The simulations
predict a strain band running throughout the gap between
two large martensite grains, while in the experiments such a
pronounced strain band is not present, and the strain is

Fig. 9. VON MISES stress distribution shown for differently modeled martensite constitutive response (Table 1b) at an average strain of �ex ¼ 0:08: (a)
anisotropic martensite, with default yield behavior. Red line indicates location shown in Fig. 5; (b) isotropic martensite, with default yield behavior; (c)
anisotropic martensite with lower yield stress values; (d) anisotropic martensite with higher yield stress values. (For interpretation of the references to
colour in this figure legend, the reader is referred to the web version of this article.)
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much more localized at the narrowest opening between the
two martensite grains. Closer inspection of the rightmost
image in Fig. 4a reveals that this latter localization point
is a continuation of a strain band from region (ii), that
“penetrates” the large martensite grain. The serial section-
ing data presented in Fig. 7b reveals that this large mar-
tensite grain (shown in these micrographs by the blue
arrow) is considerably thinner in the z-direction with
respect to other martensitic regions in the patch. Thus,
the strain band approaching from region (ii) can easily pen-
etrate these large (but thin) martensite regions and cause
the unexpected strain localization. This observation obvi-
ously cannot be captured in the simulations where the par-
ticular martensite grains is considered columnar.
Nevertheless, given that only one of the considered four
regions have a different subsurface structure (i.e. region
(iv)), the overall influence on the subsurface microstructure
is observed to be limited. This is quantitatively confirmed
by the strain-partitioning analysis shown in the results.
However, the uncertainty introduced regarding the exact
position of localization bands may be enhanced for other
microstructures with even finer microstructures.

Regarding the simulations, the effects of (currently not
implemented) phenomena such as (i) hardening due to
transformation-induced GND densities and (ii) damage
nucleation, are also clearly critical in the micromechanical
behavior of DP steels. The most obvious examples for the
former are observed through the hard response of small
ferritic grains with high initial GND density [3] discussed
in relation to Fig. 4c. Even though it is clear that the local
strain distribution is most strongly dependent on the distri-
bution heterogeneity of martensite (see the strain levels in
the identified regions in leftmost image in Fig. 4b), it is
revealed in this work that the plastic strain distribution in
ferrite is also extremely heterogeneous. Sharp deformation
bands nucleate at ferrite grain interiors, and then propa-
gate in the softest routes with 45�–50� angle to the loading
direction, even in regions with little or no martensite (i.e.
region (iv)). These experimental observations of the strong
heterogeneity of strain distribution within the ferritic grains
(Figs. 4b and 6) suggest that strain gradient effects are sig-
nificant, and, therefore should be taken into account in
future simulations.

An example for the latter phenomena is provided by the
microcracking observed in the martensite, in Fig. 8c.
Although here only one example is presented on how dam-
age nucleation takes place at unexpectedly low strain levels
at narrow sections of the martensite with high hydrostatic
stress (rightmost image in Fig. 8c), this is a general phe-
nomenon that plays a significant role in the plasticity of
martensite (and the surrounding ferrite). In fact, most mar-
tensite grains have such irregular geometries, leading to
stress concentrations and early damage nucleation. How-
ever, at these low strain levels where damage nucleates,
the surrounding ferrite is not yet fully hardened, and thus
can successfully arrest these micro-cracks, also effectively
dispersing the stress concentration in the process. This

effect is believed to be the reason of the discrepancy
observed for martensite plasticity at early strain levels
(Fig. 5b).

Thus, the discussion on the representativeness of the
obtained results can be summarized as follows. The inte-
grated experimental–numerical methodology presented
here is able to capture many of the quantitative aspects
such as strain and stress partitioning, or heterogeneity, in
a realistic way. Further authenticity can be implemented,
and full quantitative–qualitative agreement can be
achieved when advanced material models are used and if
3-D effects could be successfully taken into account.

Focusing next on DP steel micromechanics, a number of
interesting new observations can be discussed. First, as
shown in the strain maps in Fig. 4b and the strain profile
plot in Fig. 6, the deformation in ferrite in significantly
localized. That is, in many ferritic grains sharp strain gra-
dients are captured. This observation is in contrast to some
of the earlier works (e.g. in Ref. [15]), where more homoge-
neous strain distributions in ferrite grains were recorded
(due to limited spatial resolution). This underlines that
the strain partitioning process in martensite–ferrite micro-
structures differ from that of a conventional composite
material with hard–soft components. The soft ferrite phase
here has processing-inherited in-grain microstructural het-
erogeneity, which leads to in-grain heterogeneity of the
local mechanical response. Ghassemi-Armaki et al. [65]
recently carried out micropillar compression experiments
which also demonstrate this form of mechanical heteroge-
neity in ferritic grains. Various causes can be proposed
for such heterogeneity, e.g. dislocation density gradients
due to transformation-induced GNDs, transformation-
induced residual stresses, ferrite grain size heterogeneity,
martensite autotempering-induced carbon pipe diffusion
into accommodation dislocations in ferrite, etc., all leading
to the same micromechanical behavior: The deformation of
the relatively harder shell of a given ferritic grain is further
constrained due to the surrounding hard martensite, allow-
ing the ferritic core to accommodate most of the plastic
deformation, and causing the observed sharp strain bands.
From an alloy design point of view, this result indicates
that the ferrite properties are as important as those of mar-
tensite in the design of DP steels with optimal mechanical
behavior.

The second interesting point regards the early stress
peaking, plastic deformation and damage nucleation in
preferential martensitic sites, see Figs. 8b, 5 and 8c, respec-
tively. Regarding this observation, the CP simulations sug-
gest that the shape of the martensite and its local alignment
with respect to the loading direction play a direct role
Fig. 8b. This analysis is supported by earlier experimental
reports that show that high martensite plasticity and dam-
age resistance can be achieved when martensite morphol-
ogy is, for example, spherical [3].

Simulations with different martensite behavior reveal
another interesting observation regarding the microme-
chanics of DP steels (see Fig. 9, as well as Fig. 5). Appar-
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ently, the behavior of the martensite has only a small influ-
ence on the stress–strain partitioning in the microstructure
(simulation results for ferrite in Fig. 5a and for martensite
in Fig. 5b). Alteration of martensite properties has a more
pronounced effect on the heterogeneity of stress distribu-
tion inside the martensitic regions (Fig. 9). For example,
for the harder martensite shown in Fig. 9d, relatively
higher stress levels are observed within the narrow zones
aligned parallel to the loading direction, compared to
small, isolated martensitic islands. This observation again
clearly underlines the importance of martensite shape and
morphology in DP steel micromechanics. Thus, avoiding
early damage nucleation in martensite, especially when
martensite carbon content is high, requires avoiding mor-
phological irregularities that give rise to stress intensifica-
tion effects.

5. Conclusions

A novel integrated experimental–numerical methodol-
ogy is proposed that allows the analysis of strain and stress
partitioning in complex multiphase materials. This meth-
odology includes a number of improvements with respect
to previous efforts in terms of the complexity of the micro-
structure handled, the resolution at which the microstruc-
ture and deformation is tracked, the fidelity with which
the microstructure is mapped and modeled, and particu-
larly the interplay between the experiments and the simula-
tions. As a proof-of-principle this novel integrative
approach is applied here to the case study of a DP steel.
The analysis revealed that:

� Concurrent strain and microstructure mapping can be
achieved to the point of damage nucleation, at high res-
olution and field-of-view, by the recently developed
in situ testing method.

� Physically based microstructure models can be created,
and the corresponding crystal plasticity problems
numerically solved, using the DAMASK framework
and the recently developed advanced spectral method
suitable for heterogeneous material behavior.

� Given the known complexity of the micromechanics of
DP microstructures, the proof-of-principle study of
DP steel reveals good agreement between the results
obtained from experiments and simulations.

� Inconsistencies between the experiments and simulations
can be tracked back to known limitations in the experi-
mental and numerical methodologies, such as 3-D effects
for the former, and damage and strain-gradient effects
for the latter.

� Regarding micromechanics of DP steels, the importance
of martensite morphology is observed to be critical,
especially for harder (i.e. high-carbon) martensite.

� Unexpected strain heterogeneity is observed in the fer-
rite, which relates to the in-grain microstructural heter-
ogeneities arising from the processing.
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Appendix A. Constitutive models

A.1. Phenomenological crystal plasticity model

The formulation is an adoption for body-centered cubic
(bcc) crystals of the phenomenological CP description by
Peirce et al. [51]. The microstructure is parameterized in
terms of a slip resistance saf0 1 1g on each of the 12
{011}h111i slip systems, and saf2 1 1g on each of the 12
{211}h111i slip systems which are indexed by
a ¼ 1; . . . ; 24. These resistances increase asymptotically
towards sa1 with shear c according to the relationship

_sa ¼ h0 1� sa=sa1
� �w

hab _cb ð1Þ
with interaction ðhabÞ and fitting ðw; h0Þ parameters. Given
a set of current slip resistances, shear on each system
evolves at a rate of

_ca ¼ _c0
sa

sa

���� ����n sgnðsaÞ; ð2Þ

with sa ¼ S � ðba � naÞ, a reference shear rate _c0 and a stress
exponent n. The superposition of shear on all slip systems
in turn determines the plastic velocity gradient:

Lp ¼ _ca ba � na; ð3Þ
where ba and na are unit vectors along the slip direction and
slip plane normal, respectively.

A.2. Isotropic von Mises plasticity

An isotropic simplification of the CP constitutive law
assumes that the second invariant J 2 of the stress deviator
S	 ¼ dev S is driving dislocation motion. Plastic shear
occurs at the rate:

_c ¼ _c0

ffiffiffiffiffiffiffi
3J 2

p
M g

� �n

¼ _c0

ffiffiffi
3

2

r
kS	kF
M g

 !n

ð4Þ

with _c0 a reference shear rate, n the stress exponent, and M

an orientation (Taylor) factor. The resistance to plastic
flow, g, evolves asymptotically towards g1 with plastic
shear c according to the relationship:
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_g ¼ _c h0j1� g=g1ja sgnð1� g=g1Þ ð5Þ
with parameters h0 and a. The plastic velocity gradient Lp

scales with the rate of shear and its “direction” is set equiv-
alent to that of S	:

Lp ¼ _c
M

S	

kS	kF
: ð6Þ

Appendix B. The spectral method based boundary value

solver

B0 
 R3 is an hexahedral microstructural domain with
periodic boundary conditions on which an average defor-
mation gradient F is imposed. The resulting deformation
defines a field vðxÞ : x 2 B0 ! y 2 B which can be decom-
posed as the sum of a locally fluctuating displacement field
~w and the imposed average displacement:

vðxÞ ¼ Fxþ ~wðxÞ; ð7Þ
The total deformation gradient, given by
F ¼ @v=@x ¼ v�r ¼ Gradv, can similarly be decom-
posed as the sum of the imposed macroscopic deformation
gradient, F, and the locally fluctuating displacement gradi-
ent, eF:
F ¼ Fþ eF with eF ¼ @~w

@x
¼ ~w�r ¼ Grad~w: ð8Þ

The constitutive response of the material relates the
deformation gradient to the first PIOLA–KIRCHHOFF stress,
P, through a strain energy density functional, W:

PðxÞ ¼ dW
dFðxÞ ; ð9Þ

The static equilibrium deformation field is obtained by
minimizing W over all admissible deformation fields and
reads (in real and FOURIER

1 space):

min
v
W ) DivPðxÞ ¼ F�1½PðkÞ i k� ¼ 0; ð10Þ

which is equivalent to finding the nonlinear root of the
residual body force fieldbF ½vðkÞ� :¼ PðkÞ ik ¼ 0: ð11Þ

Since Eq. (11) is difficult to solve numerically, a related
problem in a linear homogeneous reference material of
stiffness A (i.e. PðxÞ ¼ AFðxÞ ¼ AGradv) is considered.
Equilibrium in this reference material is fulfilled if, for a
given deformation map v, the residual body force field
vanishes:bP½vðkÞ� :¼ A½vðkÞ � i k� i k ¼ AðkÞ vðkÞ ¼ 0: ð12Þ

The acoustic tensor AðkÞ is defined such that
AðkÞ aðkÞ ¼ A½aðkÞ � i k� i k for any vector field aðkÞ.
The inverse A�1 gives the deformation map that corre-
sponds to a known body force field in the reference mate-
rial. This deformation map vanishes iff the body force
field vanishes, i.e., in static equilibrium, since AðkÞ is
non-zero 8 k – 0 and for positive-definite stiffness A.
Motivated by this, we define an operator that results in
the deformation map causing the same body force field in
the reference material as a given deformation map in the
original material. Mathematically this corresponds to a
preconditioning operation of bP�1 on the nonlinear opera-
tor bF . bP is straightforward to invert since it is local in k,
with bP�1 ¼ AðkÞ�1. The preconditioned system thus reads:bP�1 bF ½vðkÞ� ¼ AðkÞ�1

PðkÞ i k ¼ 0 8 k – 0: ð13Þ
The deformation gradient field corresponding to this

deformation map is obtained from the gradient in real
space of Eq. (13)bP�1 bF ½vðkÞ� � i k ¼ ½AðkÞ�1

PðkÞ i k� � i k ¼ 0 8 k – 0:

ð14Þ
This is equivalent to Eq. (13) up to a constant residual

field, i.e. at k ¼ 0. Expressed in terms of the deformation
gradient field Eq. (14) reads:bF ½FðkÞ� :¼ ðkÞ PðkÞ ¼ 0 8 k – 0; ð15Þ
where the “Gamma operator” ðkÞ is defined such that
ðkÞ TðkÞ ¼ ½AðkÞ�1

TðkÞ i k� � i k.
A collocation-based approach at the grid points is used

to discretize the basic variational form of the static equilib-
rium condition (Eq. (15)) in real space into a regular grid of
Nx � Ny � 1 ¼ N points and the solution field is approxi-
mated in the discrete FOURIER space associated with this
grid. The resulting system of equations reads:

F½FðxÞ� :¼ F�1 ðkÞ PðkÞ if k – 0

DFBC if k ¼ 0

� �
ð16Þ

where DFBC is the change in pure deformation gradient
boundary condition required to enforce mixed boundary
conditions.

Appendix C. Notation

As a general scheme of notation, vectors are written as
boldface lowercase letters (e.g. a; b), second-order tensors
as boldface capital letters (e.g. A;B), and fourth-order ten-
sors as blackboard-bold capital letters (e.g. A;B). For vec-
tors and tensors, Cartesian components are denoted as,
respectively, ai;Aij and Aijkl. The action of a second-order
tensor upon a vector is denoted as Ab (in components
Aijbj, implicit summation is repeated unless specified other-
wise) and that of a fourth-order tensor upon a second-
order tensor is designated as AB (AijklBkl). The composition
of two second-order tensors is denoted as AB (AikBkj). The
tensor (or dyadic) product between two vectors is denoted

1 Quantities in real space and FOURIER space are distinguished by
notation QðxÞ and QðkÞ, respectively, with x the position in real space, k
the frequency vector in FOURIER space, and i2 ¼ �1. F�1 denotes inverse
FOURIER transform.
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as a� b (aibj). All inner products are indicated by a single
dot between the tensorial quantities of the same order, e.g.,
a � b (aibi) for vectors and A � B (AijBij) for second-order
tensors. kAkF designates the FROBENIUS norm of matrix
A. The “del” operator is denoted by the symbol nabla r.
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