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a b s t r a c t 

The reduction of iron ore with carbon-carriers is one of the largest sources of greenhouse gas emissions in 

the industry, motivating global activities to replace the coke-based blast furnace reduction by hydrogen- 

based direct reduction (HyDR). Iron oxide reduction with hydrogen has been widely investigated both 

experimentally and theoretically. The HyDR process includes multiple types of chemical reactions, solid 

state and defect-mediated diffusion (of oxygen and hydrogen species), several phase transformations, 

as well as massive volume shrinkage and mechanical stress buildup. However, studies focusing on the 

chemo-mechanical interplay during the reduction reaction influenced by microstructure are sparse. In 

this work, a chemo-mechanically coupled phase-field (PF) model has been developed to explore the in- 

terplay between phase transformation, chemical reaction, species diffusion, large elasto-plastic deforma- 

tion and microstructure evolution. Energetic constitutive relations of the model are based on the system 

free energy which is calibrated with the help of a thermodynamic database. The model has been first ap- 

plied to the classical core-shell (wüstite-iron) structure. Simulations show that the phase transformation 

from wüstite to α-iron can result in high stresses and rapidly decelerating reaction kinetics. Mechanical 

stresses create elastic energy in the system, an effect which can negatively influence the phase transfor- 

mations, thus causing slow reaction kinetics and low metallization. However, if the elastic stress becomes 

comparatively high, it can shift the shape of the free energy from a double-well to a single-well case, 

speed up the transformation and result in a higher reduction degree compared to the low-stress double- 

well case. The model has been applied to simulate an experimentally characterized iron oxide specimen 

with its complex microstructure. The observed microstructure evolution during reduction is well pre- 

dicted by the model. The simulation results also show that isolated pores in the microstructure are filled 

with water vapor during reduction, which can influence the local reaction atmosphere and dynamics. 

© 2022 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved. 
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. Introduction 

Global warming and effort s to reduce its impact are one of 

he greatest current challenges. The production and use of iron 

nd steel is one of the most important cornerstones of our civi- 

ization and technology, but it is also one of the largest contrib- 

tors to the greenhouse gas emissions, due to the redox reac- 

ion Fe 2 O 3 + 3 CO → 2 Fe + 3 CO 2 , which is behind current reduction 

echnologies. Producing one ton of steel generates between 1.85 

nd 2.1 tons of carbon dioxide [1,2] . In terms of annual global 

roduction, the 1800 million tons (Mt) of steel produced in 2019 

warfs that of aluminum, with only 94 Mt the second most com- 
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on metal produced. Global steel production on this scale is re- 

ponsible for about 6% of the global energy consumption and for 

lmost 25% of the industrial CO 2 -equivalent emissions [3] . There- 

ore, reducing the emission of greenhouse gases has become one 

f the most essential topics in the manufacturing sector. In the 

earch for alternatives to carbon monoxide, hydrogen, as one of the 

uffer molecules for storing and using sustainable energy, becomes 

ttractive in that context. Compared with the current carbon-based 

ron ore reduction, green hydrogen is a more environmentally 

riendly reducing agent since the reaction product of the underly- 

ng redox reaction is water. It can also replace the expensive metal- 

urgical coke production step and eliminate the subsequent decar- 

urization steps in steel production, where the near eutectic Fe-C 

pig-iron’ alloy, produced by blast furnaces, is converted into low-C 

teels [1] . Therefore, Hydrogen-based Direct Reduction of Iron ox- 

https://doi.org/10.1016/j.actamat.2022.117899
http://www.ScienceDirect.com
http://www.elsevier.com/locate/actamat
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des (HyDRI), instead of the use of carbon monoxide as the reduc- 

ng gas, is a promising way to drastically reduce greenhouse gas 

missions in steel production, thus attacking this grand challenge 

ith advanced technologies, based on a clear understanding of the 

nderlying physical and chemical fundamentals. 

Iron oxide (in form of hematite) is typically reduced in three 

tages in HyDRI: hematite (Fe 2 O 3 ) to magnetite (Fe 3 O 4 ), magnetite 

Fe 3 O 4 ) to wüstite (FeO), and wüstite (FeO) to sponge iron, i.e. 

ighly porous Fe. This sequence is thus characterized by several 

hase transitions, each associated with oxygen mass loss and vol- 

me change, until the last step to pure iron, from wüstite to 

-iron. Thus, the HyDRI process is characterized by a complex 

hemo-mechanical interplay of the different mechanisms involved, 

pecifically the underlying reactions, mass transport, and volume 

hanges. Among the reaction steps, wüstite reduction to iron is the 

lowest one by nearly an order of magnitude lower reaction kinet- 

cs compared with the other two steps [4] , therefore, it plays an 

mportant role in determining the overall rate of the reactions [4–

] . Although most aspects of carbon- and hydrogen-based DRI are 

imilar [7–10] , some significant differences must be underlined. For 

xample, the reduction of iron oxides with molecular di-hydrogen 

s endothermic, whereas carbon monoxide reduction is exothermic. 

bove 800 ◦C , however, thermodynamics are more favorable with 

ydrogen than with carbon monoxide, where the reduction rate 

ith H 2 is much higher than the case with CO at 850 ◦C [11,12] .

urthermore, morphological analysis of reduced iron oxide samples 

Fe 2 O 3 ) by H 2 reveals aggregation of the reaction product (com- 

act iron layer), which is not seen in oxides reduced by CO at 

emperatures above 420 ◦C [1] . In the study based on thermo- 

ravimetry, Kuila et al. [13] demonstrated that the utilization of 

ydrogen (10.68 mol) is more effective than that of carbon monox- 

de (12 mol) in the reduction of 1 mol of magnetite (Fe 3 O 4 ) ore

nes. As a result, the interaction between the reducing gases and 

üstite affects the overall efficiency of a direct reduction reactor 

n terms of both thermodynamics and microstructure morphology. 

herefore, wüstite reduction is extremely important in the major- 

ty of commercially used gas-based direct reduction processes for 

roducing sponge iron. In HyDRI processes, FeO plays an impor- 

ant role as an intermediate reduction product [5] . A more de- 

ailed understanding of the interplay of the many interacting phys- 

cal and chemical phenomena, such as hydrogen and oxygen diffu- 

ion, phase transformation, mechanical stress buildup and the as- 

ociated (in)elastic deformation effects, the positions where water 

s formed and trapped, as well as crack formation and propagation, 

uring these reduction processes becomes essential. Motivated by 

his substantial complexity, several studies have been published to 

dentify and understand the bottleneck effects in HyDRI with re- 

pect to the efficiency of the hydrogen gas usage, overall reduction 

inetics, and metallic yield [1,4,12,14–18] . 

A number of works have addressed the interaction and inter- 

lay of the physical and chemical processes underlying HyDRI (e.g., 

inetics, diffusion, phase transformation, mechanical deformation, 

ore formation, chemical reaction), as well as their impact on the 

ffectiveness of HyDRI. With respect to reduction kinetics for ex- 

mple, Kawasaki et al. [19] investigated the reaction of iron oxide 

ith carbon monoxide and hydrogen. Their experiments show that 

ounter-diffusion (i.e., diffusion in opposite directions) of reacting 

nd product gases has a significant influence on the reduction rate. 

astri et al. [18] concluded that differences in the reduction ki- 

etics from pure α-Fe 2 O 3 to doped Fe 2 O 3 (mixed with Li 2 O, MgO

nd other foreign metal oxides) can be attributed to structural 

actors, instead of electronic factors. More recently, Pineau et al. 

1,20] has also carried out hydrogen reduction of hematite at low 

emperatures in the range of 220–680 ◦C . Jozwiak et al. [15] in- 

estigated the kinetics of reduction of different iron oxides in hy- 

rogen and carbon monoxide atmospheres at different tempera- 
2 
ures. Barde et al. [21] conducted an experimental and numerical 

tudy of the thermo-chemical reaction kinetics of HyDRI. 

Besides kinetics, the microstructure of iron-ore and its evolu- 

ion during reduction have been the focus of a number of investi- 

ations [e.g., [17,22–26] ]. In particular, the evolution of the phase 

icrostructure during HyDRI is determined by three transforma- 

ions: (i) hematite to magnetite, (ii) magnetite to wüstite (FeO), 

nd (iii) wüstite to ferrite ( α-Fe) [e.g., 27 ]. In turn, these are in-

uenced by the phase microstructure and reduction temperature. 

n the early work, Turkdogan and Vinters [22] concluded that the 

orous nature of iron ore (hematite), as well as the change in pore 

tructure with reduction temperature, have a strong influence on 

he reduction process. Swann and Tighe [23] observed different 

ypes of pore structures in varying proportions depending on the 

eduction temperature. The temperature and pore network struc- 

ure influence particularly the transport of reductants to the phase 

nterfaces. In addition, the transformation of wüstite into ferrite 

t the wüstite surface results in a layer of iron between this sur- 

ace and the reducing gas. Since the diffusion of the reductant(s) 

hrough the ferrite to the ferrite-wüstite interface is slow (as is 

he outbound diffusion of the oxygen which is removed from the 

üstite), this results in a decrease in the rate of the reduction of 

üstite to ferrite [e.g., 17 ]. The wüstite to ferrite transformation re- 

ults in a large volume decrease. For example, a total volume con- 

raction of about 24% has been reported for iron oxide compacts 

Fe 2 O 3 ) reduced by hydrogen [28] . Such a large volume change 

auses a substantial increase in internal stresses, which in turn in- 

uence the phase transformation as well as pores and crack for- 

ation. 

In addition to these primarily experimental investigations, sev- 

ral theoretical effort s have been made to model aspects of iron- 

xide reduction. Based on the assumption of the shrinking core 

odel, which describes a gradually reducing inner wüstite volume 

nside of a dense iron shell around it, and a quasi steady-state ap- 

roximation, Tsay et al. [29] developed a three interface core-shell 

odel (TICSM) for the reduction of hematite disks with a mixture 

f hydrogen and carbon monoxide. Later, this model has been suc- 

essfully applied to predict the reduction degree of the direct re- 

uction process in a shaft furnace arrangement [30] . Yu and Gillis 

31] provided a finite element analysis of porous iron oxide pel- 

ets under non-topochemical reduction conditions, where multiple 

hemical reactions may occur in any region of the oxide specimen. 

mploying this model, the gas profiles for each step can be explic- 

tly calculated. Ramachandran and Doraiswamy [32] critically re- 

iewed recent advances in the modeling of gas-solid non-catalytic 

eactions, with an emphasis on the TICSM for hematite reduction. 

egri et al. [33] extended the TICSM to investigate the impact of 

ater gas shift reactions on the direct reduction of hematite with 

ydrogen-carbon monoxide gas mixtures. More recently, a non- 

sothermal and non-isobaric mathematical model [34] has been de- 

eloped for the kinetics of iron-ore reduction in an ore/coal com- 

osite. An isothermal TICSM has also been introduced by Valipour 

t al. [35] to simulate the time-dependent kinetic and thermal be- 

avior of a porous iron oxide pellet undergoing chemical reactions 

ith hydrogen, carbon monoxide, and water vapor. Valipour and 

aboohi [36] investigated multiple non-catalytic gas-solid reactions 

n a moving bed of porous pellets with the help of finite-volume- 

ased numerical modeling. The same authors [37–39] , also stud- 

ed the non-catalytic gas-solid reduction reaction with syngas for a 

ematite pellet and porous wüstite. The kinetics of HyDRI in a dif- 

erential micro-packed bed have been modeled recently by Baolin 

t al. [14] . More recent modeling efforts such as [40] have begun 

o extend these earlier reduction models, in particular to three di- 

ensions as well as the inclusion of mechanical effects and their 

oupling to chemical reactions and kinetics. 
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1 The reduced form Eq. (3) 1 of component mass balance follows from the general 

form assuming that the mixture molar number density is constant. 
Despite their flexibility in predicting the overall reduction de- 

ree, certain topological features, and reaction kinetics, the above- 

entioned models do not account for several important physi- 

al effects. For instance, the phase transformations from wüstite 

o α-iron during the reduction, the entire microstructure evolu- 

ion of the iron oxide sample with its complex geometry evolu- 

ion (as observed in experiments [4,9,41] ), and the large volume 

hrinkage of the entire sample as well as phase-specific volume 

hanges and the associated large stresses during the reduction re- 

ction are usually not considered in the modeling of iron-ore re- 

uction. Motivated by recent experimental observations of the evo- 

ution of such complex microstructures and micromechanics dur- 

ng reduction and their effects on reduction kinetics and metal- 

ization, we introduce here a chemo-mechanically coupled phase- 

eld (PF) model. The purpose of the current work is the further 

xtension of these earlier modeling effort s via the inclusion of 

dditional physical mechanisms and processes playing an impor- 

ant role in the HyDRI process. These include (i) the phase trans- 

ormation from wüstite to ferrite and the evolution of the cor- 

esponding phase microstructure, (ii) the large deformation (i.e., 

olume shrinkage) due to this transformation, and (iii) internal 

tresses that act as additional driving forces on the phase trans- 

ormation and cause inelastic processes (e.g., dislocation produc- 

ion and glide). To this end, finite-deformation phase-field chemo- 

echanics for multicomponent, multiphase mixtures [42] is em- 

loyed to formulate the model. Existing applications of this frame- 

ork include for example the modeling of lithium ion battery elec- 

rodes [43–48] , and nanoscopic defect-solute interaction in engi- 

eering alloys [49,50] . Of central importance here is the form of 

he free energy, whose (local) minimization drives the processes 

nderlying HyDRI, i.e., phase transformations, chemical reactions, 

nd microstructure evolution. Chemo-mechanical coupling and the 

ffects of finite deformation due to the transformation of wüstite 

nto ferrite are accounted for in this case through the elastic part 

f this energy. In addition, the quantitative dependence of the 

hemical part of the energy in the wüstite and ferrite phases on 

xygen is determined with the help of the Thermo-Calc TCOX10 

atabase [51–53] . The corresponding calibrated model is then ap- 

lied to the modeling of phase transformation, finite deformation 

lastoplasticity, and microstructure evolution during HyDRI. 

The work begins with the formulation of the model for Hy- 

RI in Section 2 in the framework of finite-deformation phase-field 

hemo-mechanics. After discussing model identification/calibration 

n Section 3 , representative simulation results for HyDRI are 

resented in Section 4 . The work ends with a summary and 

onclusion in Section 5 . It is worth noting, that in this work 

hree-dimensional Euclidean vectors are represented by lower-case 

 , b , . . . , and second-order Euclidean tensors by upper-case A , B , . . . , 

old italic characters. The scalar product of two tensors A and B
f any order is symbolized by A · B := A ij ... B ij ... (summation con- 

ention). Further definitions and concepts will be introduced as 

eeded in the sequel. 

. Model formulation 

As discussed above, the phase transformation from wüstite to 

-iron can lead to the large volume shrinkage (about 40% [54] ). In 

his scenario, the model formulation is based on finite-deformation 

hase-field chemo-mechanics in the context of chemical and con- 

inuum thermodynamics [e.g., 55 , 56 , 57 ] as well as the mixture

heory [e.g., 58 ]. Considering that the elastic wave propagation is 

uch faster than the diffusion of species as well as the phase 

ransformation, for simplicity, isothermal and quasi-static mechan- 

cal conditions are assumed. 

Given the solid phases and large deformation, the formulation 

s referential or ”Lagrangian” with respect to the mixture. In this 
3 
ase, the densities of all extensive quantities are per unit mixture 

eference volume. 

During the iron oxide reduction with hydrogen, above 570 ◦C , 

 phase transformation from wüstite to α-iron occurs. Since the 

ransformation of wüstite to ferrite is nearly one order of mag- 

itude slower than the other transformations discussed above, it 

epresents the rate-limiting process in HyDRI [4,5,59] . For simplic- 

ty, then, attention is restricted to this transformation here (wüstite 

o α-iron), and the HyDRI process is modeled at 700 ◦C in this 

ork. In HyDRI, H reacts in dissociated form with oxygen (O) at 

he surface of solid wüstite (solid-gas interface), yielding iron (Fe) 

nd water (H 2 O) as products, i.e., 

eO + 2H � Fe + H 2 O . (1) 

ince Fe is essentially passive here and can be distinguished by 

sing the phase-field order parameters which will be introduced 

n the following section, this reaction is simplified to 

 + 2H � H 2 O (2) 

n this work. On this basis, the following model is formulated for 

 mixture of three phases (ferrite, gas, wüstite), with diffusing H, 

 2 O and O in all phases. 

.1. Basic relations 

Assuming that the mixture is closed with respect to mass/molar 

umber, the balance relations 1 

˙  i = − div j i + σi , 0 = div P , (∇ χ) P T = P (∇ χ) T , ˙ ε = div P T ˙ χ . 

(3) 

or component mass ( i ∈ { H , H 2 O , O } ), mixture linear momentum, 

ixture angular momentum, and mixture energy, respectively, 

old in the current case. In these relations, x i is the molar number 

raction of component i , j i and σi are the corresponding flux and 

upply-rate densities, respectively. P denotes the mixture’s first 

iola-Kirchhoff (PK) stress, χ represents the mixture’s deformation 

eld, and ε is its internal energy density. Since x i is dimensionless, 

ote that j i has the unit of velocity, and σi the unit of a frequency 

inverse time). The balance relations (3) are completed by 

˙ = π + div 1 
θ

∑ 

i μi j i (4) 

or the mixture’s entropy [e.g., 56 , Chapter III] in the current case. 

ere, η is the entropy density, π is the entropy production-rate 

ensity, θ represents the absolute temperature, and μi denotes the 

hemical potential of component i . Note that μi has units of energy 

ensity in the current setting. Combining Eq. (3) 1 , 2 , 4 and Eq. (4) , 

ne obtains the form 

π = P · ∇ 

˙ χ + 

∑ 

i μi ̇ x i − ˙ ψ − ∑ 

i j i · ∇μi −
∑ 

i μi σi (5) 

or the mixture residual dissipation-rate density θπ , where ψ := 

 − θη is the mixture free energy density. 

Under the isothermal condition, note that ˙ ψ = ˙ ε − θ ˙ η holds. 

.2. Energetic constitutive relations 

Since the system contains multiple species, their respective en- 

rgy contributions should be carefully modeled. Due to the ex- 

ected small molar fraction of hydrogen and water (parts per mil- 

ion range) in the solid phases, the mixture is treated for simplicity 

s an ideal solution with respect to H and H 2 O. In this case, the

pecific model forms 

ψ bul = ψ che (x H , x H 2 O , x O , φf , φg , φw 

) + ψ ela (∇ χ, F R , φf , φg , φw 

) , 
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 che = 

∑ 

α

h (φα) ψ 

che 
α (x O ) + ψ H (x H ) + ψ H 2 O (x H 2 O ) , 

ψ ela = 

∑ 

α

h (φα) ψ 

ela 
α (∇ χ, F R ) , (6) 

nd 

 int = 

∑ 

α

m ( φα) w α + 

1 

2 

∑ 

α

εα | ∇φα| 2 + 

1 

2 

κO | ∇x O | 2 , (7) 

re assumed for the bulk ψ bul and interface ψ int parts, respectively, 

f ψ , i.e., 

 = ψ bul + ψ int . (8) 

n Eq. (6) , ψ che is the chemical part and ψ ela is the elastic part of

 bul . 

By using the general phase-field theory [60,61] , the spatial pres- 

nce of each phase α ∈ { f, g, w } in the mixture is modeled by a 

orresponding non-conservative phase-field order parameter φα , 

here ”f” stands for ferrite ( α-Fe), ”g” for gas, and ”w” for wüstite 

FeO). The order parameters φα vary in a range [0,1], where a value 

f 0 at a point in space means that the phase is occupying 0% of

he space, while a value of 1 means that it occupies 100% of the 

oint. Besides the phases, the interface between each phase should 

e considered during the phase transformation. Material proper- 

ies determining Eq. (6) and Eq. (7) include the energy-barrier 

eight w α for the immiscibility between phases, as well as the 

radient energy coefficients εα and κO . In what follows, the forms 

 (x ) = x 3 (6 x 2 − 15 x + 10) and m (x ) = x 2 (1 − x ) 2 of the interpola-

ion functions appeared in the above relations are employed. 

The residual local deformation 

2 

 R (φf , F P ) = F T (φf ) F P , F T = d T (φf ) 
1 / 3 I , d T = 1 − h (φf ) �f , 

(9) 

n the mixture is determined by F T due to the transformation 

f FeO into α-Fe, as well as by the additional contribution F P 
ue to dislocation glide, with �f being the relative local volume 

ecrease during the phase transformation from FeO to α-Fe. At 

= 1183 K for example, the lattice parameters of Fe 0 . 95 O and α- 

e are 0.4363 nm and 0.2907 nm, respectively [7] , resulting in a 

olume reduction of about 42% [54] and so �f = 0 . 42 . In the sim-

lations to follow, θ = 973 K and �f = 0 . 4 are assumed. Whereas

 T is dilatational, note that F P is isochoric, i.e., det F P = 1 . Conse- 

uently, 

et F R = ( det F T ) det F P = d T (φf ) (10) 

olds from Eq. (9) for the determinant of F R . 

The phase elastic free energy density in Eq. (6) 3 is given by 

 

ela 
α = ( det F R ) ϕ 

ela 
α ( F E ) = d T (φf ) ϕ 

ela 
α ( F E ) , F E := (∇ χ) F −1 

R , 

(11) 

ia Eq. (10) , where ϕ 

ela 
α is the phase free energy per unit volume

n the ”intermediate” local mixture configuration, and 

 E := (∇ χ) F −1 
R = d T (φf ) 

−1 / 3 (∇ χ) F −1 
P (12) 

s the local elastic deformation. 

By assuming isotropic elastic phase behavior with respect to 

his configuration, the isotropic (polyconvex) neoHooke form 

 

ela 
α ( F E ) = 

1 
4 

K α(| det F E | 2 − 1 − 2 ln det F E ) + 

1 
2 

G α(| uni F E | 2 − 3) 

= 

1 
4 

K α( det C E − 1 − ln det C E ) + 

1 
2 

G α( I · uni C E − 3) 

= 

1 
4 

K α( det B E − 1 − ln det B E ) + 

1 
2 

G α( I · uni B E − 3) (13) 
2 The evolution of F R is driven by stored energy reduction resulting in stress re- 

axation [a generalization of ”stress-free strain”: 62 ]. 

a

4 
or ϕ 

ela 
α is employed in terms of the (constant) phase bulk moduli 

 α and shear moduli G α . Here, uni A := A / ( det A ) 1 / 3 is the unimod- 

lar part of A , C E := F T E F E the right, and B E := F E F 
T 
E the left, elastic 

auchy-Green deformation. Note that Eq. (11) yields the reduced 

orm 

 ela = d T (φf ) ϕ ela (∇ χ, F P , φf , φg , φw 

) , 

ϕ ela = 

∑ 

α

h (φα) ϕ 

ela 
α ( F E (∇ χ, φf , F P )) (14) 

f Eq. (6) 3 for ψ ela which will be useful in what follows. 

Assuming that the three phases (two solid phases and the gas 

hase) always occupy the entire mixture (i.e., no voids, pores or 

racks), the constraint φf + φg + φw 

= 1 holds. Treating then φf and 

w 

as independent, 

g (φf , φw 

) = 1 − φf − φw 

, ˙ φg = − ˙ φf − ˙ φw 

, ∇ φg = −∇ φf − ∇ φw 

,

(15) 

ollow. The basic constitutive assumptions and relations Eq. (6) - 

q. (15) induce the form 

˙ 
 = (∂ x H ψ) ˙ x H + (∂ x H 2 O ψ) ˙ x H 2 O + ∂ ∇ χψ · ∇ 

˙ χ − M · L P 

+ (δx O ψ) ˙ x O + (δφf 
ψ) ˙ φf + (δφw 

ψ) ˙ φw 

, (16) 

or ˙ ψ in the mixture dissipation-rate density Eq. (5) via the gen- 

ralized no-flux boundary conditions 

˙ 
 O ∂ ∇x O ψ · n = 0 , ˙ φf ∂ ∇φf 

ψ · n = 0 , ˙ φw 

∂ ∇φw 
ψ · n = 0 . (17)

n the mixture boundary with outward unit normal n relevant to 

urely bulk behavior. In Eq. (16) , 

 := −(∂ F P ψ) F T P (18) 

s the Mandel stress, L P := 

˙ F P F 
−1 
P is the inelastic velocity gradient, 

nd δx ψ := ∂ x ψ − div ∂ ∇x ψ represents the variational derivative. 

ince F P is isochoric (unimodular), note that L P is deviatoric, and 

 · L P = dev M · L P holds. Together with the dependent energetic 

onstitutive relations 

 = ∂ ∇ χψ , μH = ∂ x H ψ , μH 2 O = ∂ x H 2 O ψ , μO = δx O ψ , (19)

or the first PK stress and component chemical potentials, respec- 

ively, Eq. (16) for ˙ ψ results in the so-called residual form 

π = M · L P − (δφf 
ψ) ˙ φf − (δφw 

ψ) ˙ φw 

−
∑ 

i 

j i · ∇μi −
∑ 

i 

μi σi (20) 

or the mixture dissipation-rate density from Eq. (5) . 

.3. Kinetic constitutive relations 

For the reaction (2) , one can express σi for i ∈ { H, H 2 O, O } in

he form 

H = νH r , σH 2 O = νH 2 O r , σO = νO r , (21) 

e.g., 56 , Chapter II] with respect to the corresponding reaction 

ate r, where νi is the true stoichiometric coefficient 3 of i in the 

eaction in (2) . These relations reduce Eq. (20) for the mixture 

issipation-rate density to 

π = M · L P − (δφf 
ψ) ˙ φf − (δφw 

ψ) ˙ φw 

− j H · ∇μH − j H 2 O · ∇μH 2 O − j O · ∇μO − �ra , (22) 

here 

 := νH μH + νH O μH O + νO μO (23) 

2 2 

3 Using the notation of [55,56] employ ν̄i . 
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s the chemical affinity [e.g., 56 , Chapter III] of the reaction (2) . The

educed form Eq. (22) of θπ motivates in particular the kinetic 

i.e., flux-force) constitutive relations 

˙ 
f = −L f δφf 

ψ , ˙ φw 

= −L w 

δφw 
ψ , 

j H = −M H ∇ μH , j H 2 O = −M H 2 O ∇ μH 2 O , j O = −M O ∇ μO , 

r = −l a , (24) 

n terms of the non-negative phase mobilities L f and L w 

(units 

 

3 J −1 s −1 ), non-negative component mobilities M H , M H 2 O 
, M O 

units m 

4 J −1 s −1 ), and non-negative reaction kinetic coefficient l

units m 

3 J −1 s −1 ). In particular, Eq. (24) 1 , 2 represent the Ginzburg- 

andau relations for overdamped non-conservative phase-field 

ynamics. The effect of dislocation glide on the material be- 

avior is modeled here for simplicity via isotropic von Mises 

lasticity [63] , i.e., 

 P = λ (∂ M 

y ) , y ( M , εP ) = | dev M | −
√ 

2 
3 

(σY + HεP ) � 0 , 

˙ P = λ � 0 , yλ = 0 , (25) 

here σY is the initial yield stress, H represents the isotropic 

ardening modulus, and εP denotes the accumulated inelas- 

ic strain. Since | ∂ M 

y | = 1 , note that λ = | L P | � 0 . Substitut-

ng Eq. (24) and Eq. (25) into Eq. (22) , one obtains the form 

π = ˙ εP | dev M | + L f | δφf 
ψ | 2 + L w 

| δφw 
ψ | 2 

+ M H |∇μH | 2 + M H 2 O |∇μH 2 O | 2 + M O |∇μO | 2 + �l| a | 2 (26) 

or the mixture’s dissipation-rate density, which is identically non- 

egative, and thus satisfies the dissipation principle. 

.3.1. Reaction model 

Alternative to the more general flux-force relation Eq. (24) 6 for 

he reaction rate r, one can also work with a reaction model. Per- 

aps the simplest such model is represented by the law of mass 

ction [e.g., 56 , Chapter X]. For the reaction (2) , this takes the form

 = κfor x 
−νO 
O x −νH 

H − κrev x 
νH 2 O H 2 O 

, with νH = −2 , νO = −1 , and νH 2 O = 1 .

ere, κfor is the rate coefficient of the forward, and κrev that of 

he reverse, reaction. In particular, this is relevant to ideal homoge- 

eous reaction cases where the ”solvent” (in the current case, Fe) 

s not part of the reaction. More generally, a number of empirical 

elations for r [e.g., 64,65 ] deviate from the law of mass action. Ex- 

erimental results for the reaction (2) [66,67] are consistent with 

he empirical form 

 = κfor x O x H (27) 

or r with κrev ≈ 0 . Since the reaction (2) takes place only when 

he gas phase is present, 

for = m (φg ) k for (28) 

s assumed here, with k for being constant, and m (x ) being the in-

erpolation function in Eq. (7) . 

.4. Summary of derived model relations 

The current model formulation yields in particular the field re- 

ations 

˙ x H = div D H ∇x H − 2 m (φg ) k for x O x H , 

˙ 
 H 2 O = div D H 2 O ∇x H 2 O + m (φg ) k for x O x H , 

˙ x O = div [ M O ∇μO ] − m (φg ) k for x O x H , 

0 = div ∂ ∇ χψ , 

˙ φf = L f div ∂ ∇φf 
ψ − L f ∂ φf 

ψ , 

˙ φw 

= L w 

div ∂ ∇φw 
ψ − L w 

∂ φw 
ψ , (29) 

or the unknown fields x H , x H 2 O , x O , χ, φf , φw 

with 

 i := M i (∂ 
2 

x ψ) (30) 

i 

5 
he component molar-fraction-based diffusivity. In turn, φf and φw 

etermine φg via Eq. (15) . In particular, Eq. (29) 1 −3 represent re- 

uced forms of component mass balance Eq. (3) 1 via 

Eq. (19) 2 −4 , Eq. (21) , Eq. (24) 3 , 5 , Eq. (27) and Eq. (28) .

ikewise, Eq. (29) 4 is obtained from the mixture’s linear momen- 

um balance Eq. (3) 2 via Eq. (19) 1 , and Eq. (29) 5 , 6 follow from 

he Ginzburg-Landau relations Eq. (24) 1 , 2 . It should be mentioned 

hat the molecular size of water is substantially greater than that 

f mono-atomic hydrogen and oxygen, therefore, the diffusivity of 

ater in the solid phases (wüstite and α-iron) is assumed negligi- 

le in comparison. 

The free energy model relations Eq. (6) - 

q. (8) , Eq. (11) , Eq. (13) and Eq. (14) determine the model 

orms 

 ∇ χψ = K ( det B E − 1) (∇ χ) −T + 2 G ( dev uni B E ) (∇ χ) −T , 

M = K ( det C E − 1) I + 2 G dev uni C E , (31) 

or the first PK and Mandel stresses, respectively, 

ia Eq. (12) , Eq. (18) , and Eq. (19) 1 , in the context of finite

lastic strain, with 

 := d T (φf ) 
∑ 

α h (φα) K α , G := d T (φf ) 
∑ 

α h (φα) G α , (32)

he effective mixture elastic moduli. Likewise, 

∂ φf 
ψ = h 

′ (φf ) (ψ 

che 
f + ψ 

ela 
f ) − h 

′ (φg ) (ψ 

che 
g + ψ 

ela 
g ) 

+ , m 

′ (φf ) w f − m 

′ (φg ) w g 

+ d ′ T ϕ ela − 1 
3 

I · M , 

∂ φw 
ψ = h 

′ (φw 

) (ψ 

che 
w 

+ ψ 

ela 
w 

) − h 

′ (φg ) (ψ 

che 
g + ψ 

ela 
g ) 

+ m 

′ (φw 

) w w 

− m 

′ (φg ) w g , 

∂ ∇φf 
ψ = εf ∇ φf − εg ∇ φg , 

 ∇φw 
ψ = εw 

∇ φw 

− εg ∇ φg , (33) 

re determined by the current free energy model 

ia Eq. (6) , Eq. (7) , Eq. (9) , Eq. (15) and Eq. (18) . In

articular, note that ∂ φf 
ψ depends on the spherical part 

1 
3 I · M = K ( det C E − 1) of M from Eq. (31) 2 . The evolution 

elation 

˙ 
 P = L P F P , L P = λ dev M / | dev M | , (34) 

or F P depends on the deviatoric part dev M = 2 G dev uni C E of M 

ia Eq. (25) and Eq. (31) 2 . Together with ∇ χ and φf , F P deter- 

ines the elastic local deformation F E via Eq. (12) . In turn, F E , φf 

nd φw 

determine P , M , and ϕ ela , the latter appearing in Eq. (33) 1 .

ecall that φf and φw 

determine φg via Eq. (15) . 

The weak forms of the field relations Eq. (29) together with 

he auxiliary relations Eq. (31) - Eq. (34) have been implemented 

n libMesh/MOOSE [68,69] , an open source finite element package. 

he backward Euler method has been used for time integration 

f Eq. (29) 1 −3 , Eq. (29) 5 −6 and Eq. (34) . These fully coupled 

quations are solved together with the help of routines from PETSc 

70] and an iterative solver based on the Preconditioned Jacobian- 

ree Newton Krylov (PJFNK) method implemented in MOOSE. 

We emphasize that isothermal conditions are assumed in the 

urrent model. In addition, it should be noted, that the focus is 

n the phase transformation from wüstite to α-iron, as this is 

he rate-limiting step in the overall HyDRI process. For simplicity, 

ny anisotropy, as well as grain boundary diffusion or hydrogen- 

nduced interfacial cracking or decohesion have been neglected. 

. Model parameter identification 

.1. Determination of chemical energy parameters using CALPHAD 

In HyDRI the transformation from wüstite to ferrite oc- 

urs at temperatures above 843 K [4] . The simulations shown 
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Fig. 1. Results for the normalized free energy density f che 
f (x O ) (blue curve), f che 

w (x O ) 

(red curve), and f che 
fw (x O ) (black curve) at θ = 973 . 15 K and room pressure based 

on the Thermo-Calc TCOX10 database [51–53] . The blue star marks the equilibrium 

oxygen mole fraction x f = 0 . 01 in ferrite, and the red star that in wüstite x w = 0 . 571 . 

The normalized free energy density value (dimensionless) is on the y-axis, and the 

molar fraction of oxygen is on the x-axis. (For interpretation of the references to 

colour in this figure legend, the reader is referred to the web version of this article.) 
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Table 1 

Material properties used for HyDRI at θ = 973 . 15 K and ambient pressure. Phases 

are indicated in parentheses. All values are given in SI units. The superscript ∗ de- 

notes an estimated parameter value. See text for details. 

Quantity Symbol Value Units 

Molar volume V mol 1 . 224 × 10 −5 [74] m 

3 mol −1 

Phase energy barrier (f,g,w) w α 1.0 ×10 3 ∗ Jmol 
−1 

Phase gradient energy (f,g,w) ε α 4 . 0 × 10 −5 ∗ J m 

−1 

Chemical gradient energy κO 5 . 0 × 10 −10 ∗ Jm 

2 mol 
−1 

Relative volume change �f 0.4 [54] - 

Bulk and shear moduli (f) K f , G f 85, 41 [75] GPa 

Bulk and shear moduli (g) K g , G g 0.17, 0.082 ∗ GPa 

Bulk and shear moduli (w) K w , G w 88, 24 [75] GPa 

Yield stress, hardening modulus σY , H 0.3, 1.29 [76,77] GPa 

Oxygen diffusivity (f,w) D O 2 . 16 × 10 −11 [54] m 

2 s −1 

Oxygen diffusivity (g) D O 1 . 0 × 10 −9 ∗ m 

2 s −1 

Hydrogen diffusivity (f,w) D H 2.5 × 10 −11 [78] m 

2 s −1 

Hydrogen diffusivity (g) D H 1.0 × 10 −9 ∗ m 

2 s −1 

Water diffusivity (f,w) D H 2 O 2.5 × 10 −20 ∗ m 

2 s −1 

Water diffusivity (g) D H 2 O 1.0 × 10 −9 ∗ m 

2 s −1 

Phase mobility (f,g,w) L α 1.5 × 10 −10 ∗ J −1 m 

3 s −1 

Reaction constant k for 4.5 × 10 4 [66,67] s −1 
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n this work are conducted at θ = 973 . 15 K. The Thermo-Calc 

COX10 database [51–53] is used to approximate the dimension- 

ess forms 

f che 
f (x O ) = 163 . 708 x 4 O − 182 . 510 x 3 O + 90 . 573 x 2 O − 36 . 031 x O − 4 . 372 , 

f che 
w 

(x O ) = 173 . 263 x 2 O − 213 . 460 x O + 41 . 953 , (35) 

f the functions f che 
α (x O ) := (V mol /Rθ ) ψ 

che 
α (x O ) for ferrite and

üstite, respectively, in Eq. (6) 2 , where R is the gas constant, and 

 mol the molar volume of wüstite. Since x O in the gas phase (con- 

isting mainly of hydrogen and water) is nearly zero, the dilute 

orm 

f che 
g (x O ) = 10 

3 x 2 O (36) 

or the scaled chemical free energy density of the gas phase is 

dopted here, where 10 3 has been used to constrain the oxygen 

ontent to be zero in the gas phase. Based on Eq. (35) and the

hoice h (x ) = x 3 (6 x 2 − 15 x + 10) , 

f che 
fw 

(x O ) := h (φf ) f 
che 
f (x O ) + h (φw 

) f che 
w 

(x O ) , 

φf = 

x w 

− x O 
x w 

− x f 
, φw 

= 

x O − x f 
x w 

− x f 
, (37) 

s determined for x f � x O � x w 

via the common tangent construc- 

ion [71,72] . The results (35) and (37) are displayed in Fig. 1 . The

ctual oxygen content in ferrite is in fact lower (0.008 pct: [73] ) 

han x f = 0 . 01 . For simplicity, however, this value for x f is used for

he numerical simulations. 

.2. Constant parameter values 

Values for the constant material properties and model parame- 

ers employed in the simulations are listed in Table 1 . 

It should be noted that not all the parameters are available with 

he same reliability in the literature or from the fitting procedure 

xplained above. Some of the parameters listed in Table 1 have 

een taken from previously published works. However, for the pa- 

ameters which are not readily available in the literature, we use 

stimated values based on our experimental works. The parame- 

ers in Table 1 marked with an asterisk are estimated ones used 

n this work. For instance, the phase gradient energy ε α and κO , 

ntroduced above, are proportional to the thickness of the phase 
6 
nterface. Therefore, in order to obtain well-resolved interfaces in 

he simulation and guarantee the numerical stability, ε α = 4 . 5 ×
0 −5 Jm 

−1 and the chemical gradient energy κO = 5 . 0 × 10 −10 Jm 

−1 

ave been used. To achieve a reasonable phase transformation rate, 

he mobility L α = 1 . 5 × 10 −10 J −1 m 

3 s −1 for each phase has been

tilized. Note that since the reduction reaction is typically rate 

imited by the chemical diffusion and chemical reaction rate, the 

obility of the phase transformation is set to a large value to ex- 

lude its impact on the overall reduction kinetics. In such a way 

e can achieve a reasonable transformation rate and a compa- 

able reduction time. Since water cannot diffuse into the solid 

hase, relatively small value of D H 2 O 
= 2 . 5 × 10 −20 m 

2 s −1 is em-

loyed for its diffusivity in wüstite and α-iron. The diffusion of 

xygen, hydrogen, and water in the gas phase is much faster than 

n the solid phase. Therefore, to minimize its effect on the re- 

uction, D O = D O = D H 2 O 
= 10 −9 m 

2 s −1 have been used to enable

ufficiently fast diffusion of the species in the gas phase. The dif- 

usion of hydrogen in wüstite and iron has been widely studied, 

herefore, the value of D H for the solid phase is taken from [78] .

t should be mentioned that, the diffusion of oxygen in wüstite is 

uite sensitive to the temperature, therefore, the value of D O for 

olid phases is based on D O = 3 . 7 × 10 −7 e −Q/Rθ , with Q = 980 0 0

/mol [54] , at θ = 973 . 15 K. While D O is assumed constant here,

ote that M O = D O (∂ 
2 

x O 
ψ che ) 

−1 depends on x O through ψ che . The

as phase consists of hydrogen gas and water vapor during the Hy- 

RI process, and they are here described as substances with near- 

ero stiffness (as zero stiffness would lead to numerical stability 

ssues during the simulation). Therefore, the bulk modulus K g and 

hear modulus G g of the gas phase are set to the tiny values of 

 g = 0 . 17 GPa and G g = 0 . 082 GPa, respectively. 

. Results and discussion 

.1. Simulation of benchmark cases 

A series of phase equilibrium simulations are performed to 

tudy the phase fractions under different oxygen content. We ne- 

lect the chemical reaction and mechanical coupling when deter- 

ining the oxygen dependence of the free energies in this case. A 

ectangular domain with a size of 5 μm × μm is used for the sim- 

lations. We set the initial oxygen molar fraction homogeneously 

onstant across the entire simulation domain, but only half of the 

ectangle is occupied by the α-iron phase, while the other half is 

he wüstite phase. For different initial oxygen contents, the phase 
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Fig. 2. Wüstite (red) and α-iron (blue) phase equilibrium study at different oxygen molar fraction values of 0.1, 0.2, 0.3, 0.4 and 0.5, from (1) to (5), respectively. (0) shows 

the initial configuration of the sample. The left column shows the oxygen molar fraction and the right column shows the wüstite order parameter. (For interpretation of the 

references to colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 3. Distribution of the oxygen content (left) and von Mises stress (right) at different simulation times for several transformation volume change of α-iron. 
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volution and equilibrium oxygen content contour plots are shown 

n Fig. 2 . The equilibrium results for different initial x O values of 

.1, 0.2, 0.3, 0.4, and 0.5 are shown in Fig. 2 (1)-(5), respectively. 

sing the lever rule [79] , we analytically find the phase fraction as 
x O −x f 
x w −x f 

. As a comparison, the numerical phase fraction φ̄w 

is deter- 

ined by integrating the wüstite phase order parameter φw 

over 

he entire domain at equilibrium state as 

¯
w 

= 

∫ 
� φw 

dV ∫ 
� dV 

. (38) 

s seen from Fig. 2 , the phase fraction results based on the simula-

ion agree well with the analytical calculations for different initial 

xygen contents. This serves as a first validation of the implemen- 

ation as well as the energy model applied to a simple test sce- 

ario that is accessible to an analytical solution. 
7 
.2. Iron ore reduction in an extended core-shell model 

In this section, the reduction reaction in a core-shell model 

s investigated. Analytical versions of core-shell models are often 

sed to investigate solid-gas reactions without considering the ef- 

ects of microstructure or mechanics. Here we employ our new 

hemo-mechanically coupled PF model to a simple core-shell ge- 

metry. The iron oxide sample is contained in a 4.2 μm-diameter 

ore embedded in a 5 μm gas-filled ( φg = 1 ) simulation box. Ini-

ially, for the solid phase, we set φw 

= 1 , φ f = φg = 0 and the oxy-

en content to the equilibrium oxygen content in wüstite, i.e. x w 

. 

or the gas phase, x O = 0 is assumed. Due to the symmetry of the

ample, only 1/4 of the whole sample is considered in this simu- 

ation. It is worth noting that the gas phase is initially assumed to 

nly consist of hydrogen. In the solid phase, however, the hydrogen 
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Fig. 4. Spatial distribution of the oxygen molar fraction and wüstite phase order parameter for different values of the iron volume change. The center of the core is located 

at x = 0 . 0 μm, while the surface of the core is set at x = 1 . 7 μm (the inner side of the core’s surface). (a) and (b) show the oxygen profile along the radius of the core after 

10 and 15 min, respectively. (c) and (d) show the wüstite phase order parameter value along the radius of the core after 10 and 15 min, respectively. The dashed/solid lines 

with different colors indicate the cases with small volume change ( � f ≤ 25% ), while the markers represent the cases with large volume change ( � f ≥ 30% ). 
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evel is very low (10 ∼40 ppm). As a consequence, we set the max- 

mum hydrogen level in the gas phase to a value of 1% in order to

ttain a reasonable result. 

.2.1. Reduction reaction in an elastic system 

The PF model can accurately predict the oxygen molar fraction 

istribution as well as the wüstite phase evolution over time, as 

hown in Section 4.1 . Therefore, the fully coupled model presented 

n Section 2 is used in this section to investigate the influence of 

echanical stresses on the reduction process. The volume change 

alues of the wüstite and of the gas phase are set to zero. To qual-

tatively investigate the effects of mechanical stresses, several vol- 

me change values for iron, � f , are considered in the simulation 

ets shown in Fig. 3 . At a reaction time t = 5 min, the different vol-

me change induced by the phase transformation results in a sim- 

lar transition region between x f (the outer regions of the core) 

nd x w 

(the center of the core), as shown in the figures in the first
8 
olumn of Fig. 3 (left). This is attributed to the low stress level at 

he beginning of the reduction reaction where not yet so much of 

he oxygen has been lost due to the redox reaction. As the reduc- 

ion proceeds, stress builds up, and the transition area in the sam- 

le with the higher volume change of α-iron phase ( � f ) becomes 

ven larger (see figures in the middle-bottom and the right-bottom 

ows). Finally, the sample with the highest � f value (40%) has the 

owest oxygen content thus achieving the highest reduction degree 

mong all the cases. Accordingly, the von Mises stress distribution 

s plotted in Fig. 3 (right). We find that a higher volume change re- 

ults in higher stress levels as expected for the case of linear elas- 

icity. For instance, for a sample with a 40% volume change, the 

tress reaches the huge value of 22.4 GPa, while the stress level is 

nly 5.0 GPa in the case of a 10% volume change. Note that this 

imple example scenario considers only purely elastic material be- 

avior, but no inelastic relaxation of the stress (such as through 

lastic deformation, delamination, or fracture) is included in this 
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Fig. 5. Profiles of (a) reduction degree, and (b) reduction degree rate. Solid lines of varying colors represent samples with a small � f value ( ≤25%). Markers of various colors 

are employed for large � f situations ( ≥30%). 

Fig. 6. Comparison between purely elastic deformation and elastoplastic deformation. (a) and (b) show the oxygen molar fraction and von Mises stress for the samples with 

10% volume change at different times. (c) and (d) indicate the identical quantities for the samples with 40% volume change at different times. 
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est simulation. The effect of elasto-plastic response on the reduc- 

ion is investigated in the next subsection. The results show that 

he maximum stress is located at the wüstite–α-iron phase inter- 

ace. This is also expected, due to the high mechanical contrast and 

olume change across this interface associated with the structural 

hase transformation and the oxygen loss. 
9 
To further investigate the influence of mechanics on the wüstite 

eduction, the oxygen content and wüstite phase order parameter 

t different simulation times are plotted along the radius of the 

ore-shell model, as shown in Fig. 4 . Based on the simulation re- 

ults shown in Fig. 4 , the increase of the transformation volume 

hange ( � f ) results in a non-monotonic change in the reduction 
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Fig. 7. Reduction profile comparison between elastic and elasto-plastic deformation. (a) Reduction degree profiles for different cases and, (b) reduction degree rate profiles. 

The elasto-plastic deformation is represented by distinct colored markers, whereas the elastic deformation is represented by different colored solid lines. 

Fig. 8. (a) SEM image of an initial microstructure obtained from a pellet that had been originally in hematitic state (the most common iron oxide), which had been subjected 

to hydrogen reduction, the last stage of which is the wüstite-to-iron transformation, (b) constructed model based on the SEM image. The gray color is the wüstite phase 

and the red colored region represents the gas phase. The arrows indicate the boundary conditions, namely, the ingress of hydrogen and the escape of the water. (For 

interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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inetics. For the volume change of α-iron from 0% to 25%, increas- 

ng � f values cause a slight drop in the reaction kinetics (the 

ed and black curves are behind and close to the dashed curve 

n Fig. 4 (b) for a reduction duration of t = 15 min for example).

n contrast to this regime, raising the volume change of α-iron 

rom � f = 30% to � f = 40% leads to faster reaction kinetics. This 

hange in reaction kinetics is attributed to the effect of the elastic 

ree energy on the system. At the lower end of the volume change 

 � f ≤ 25% ), the elastic free energy poses a substantial extra energy 

ost associated with the transformation from wüstite to α-iron. As 

he volume change of the α-iron phase increases, the transforma- 

ion induced stresses and thus also the elastic energy increase. This 

eads to a larger energy penalty for the transformation, slowing 

own the overall reduction kinetics. At the higher end of the vol- 

me change of the α-iron phase ( � f > 25% ), the induced stresses 

nd the elastic energy are considerable and they significantly influ- 

nce the shape of the total free energy of the system. This aspect 

s examined more closely at the end of this subsection. 

To further examine the influence of mechanical stresses on the 

eduction, the reduction degree, as well as the reduction degree 
c

10 
ate, are shown in Fig. 5 . The reduction degree f and its rate ˙ f are

alculated as 

f = 1 −
∫ 
� x O dV ∫ 

� x init 
O 

dV 

and 

˙ f = −
∫ 
� ˙ x O dV ∫ 

� x init 
O 

dV 

, (39) 

ith x init 
O 

being the initial oxygen content ( x w 

) within the sample. 

The reduction degree and reduction degree rate curves 

n Figs. 5 a and 5 b show a very similar shape at the beginning of

he reaction for all cases. This is attributed to the low-stress state 

t the beginning of the reaction. However, as the reduction pro- 

eeds, different cases with different volume change ratio start to 

iverge due to the accumulated deformation and increased stress 

evels. The non-monotonic behavior explained above becomes also 

isible. The reduction degree curves for cases with a 10% to 30% 

ransformation volume change are very close to the dashed line 

zero volume change, i.e. no mechanical coupling), indicating a 

imilar reduction rate. However, the cases with 35% and 40% vol- 

me change reduction are significantly faster than the reference 

cenario without volume change (0%). As explained above, the oc- 

urrence of transformation induced high stresses (in the cases of 
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Fig. 9. Contour plot of (a) oxygen molar fraction, (b) α-iron phase order parameter, (c) von Mises stress during the reduction reaction for the purely elastic simulation case. 
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he volume change fraction of α-iron � f = 30% and � f = 40% ) re- 

ults in a faster phase transformation. Thereby, an overall faster 

eaction kinetics is achieved. Consequently, the sample with � f = 

0% shows a faster reduction reaction than the other cases. The re- 

uction degree rate under such a condition (blue dots in Fig. 5 b) 

hows a higher plateau than the other cases. 

Note that according to Eq. (33) , the trace of Mandel stress con- 

ributes to the phase evolution rate. In the case of the core/shell 

xamples discussed above, the wüstite core is under compressive 

tress while the ferrite shell is under tensile stress. The positive 

tensile) stress will result in the additional driving force for the 

hase transformation, see Eq. (33) , and therefore increased reac- 

ion rate. Furthermore, when the contribution of the elastic en- 

rgy becomes substantial, the shape of the free energy changes 

rom a double-well system to a single-well system. In general, the 

hemical potential of diffusing components at the solid/gas inter- 

ace could also depend on the mechanical deformation. However, 

uch effects are ignored in the current work. 

.2.2. Reduction reaction in an elasto-plastic system 

As seen in the previous section, during the reduction reaction 

n an elastic system (devoid of any inelastic relaxation), the stress 

an for certain configurations reach such unrealistically large val- 

es as 22.4 GPa, as shown in Fig. 3 (right). Such a huge accumu-

ated elastic stress translates to a corresponding elastic energy con- 

ribution and can thus significantly modify the reduction kinetics, 

s discussed in Section 4.2.1 . Realistically, such stress levels are not 

eached in the material and inelastic relaxation phenomena such 

s plastic deformation, delamination, and damage evolution will 

imit the maximum elastic stress that is reached in the system. 

herefore, in this section, plastic deformation and its impact on the 

eduction reaction are investigated. It should be noted that for sim- 

licity, we only consider linear isotropic hardening here. The yield 
11 
tress and hardening modulus for the reduction reaction at 700 ◦C 

re set to 300 MPa and 1.27 GPa for both solid phases (wüstite and 

-iron) [76,77] , respectively. 

Fig. 6 shows the oxygen molar fraction and von Mises stress of 

he sample with different transformation volume changes at differ- 

nt reaction times. As expected, the constitutive implementation of 

he elasto-plastic material behaviour results in substantially lower 

etained elastic stress levels than in the case of purely elastic con- 

titutive response as shown in Fig. 6 (b) and (d). In particular in the 

ase of the α-iron phase volume change of � f = 10% , the stress 

evel remains relatively low for both, the elastic and the elasto- 

lastic constitutive case, especially during the early stages of the 

eaction (t = 10 min). Therefore, the oxygen content distribution is 

lmost identical in the two cases with (a) purely elastic and (b) 

lasto-plastic material response. The stress level, however, rises to 

.0 GPa as the reaction proceeds in the elastic case, while in the 

lastoplastic case the sample’s stress only reaches 0.5 GPa, due to 

nelastic relaxation, i.e. onset of plasticity. 

The differences between elastic and elasto-plastic material re- 

ponse become particularly apparent in the case of larger volume 

hanges (i.e. � f = 40% ), as shown in Fig. 6 (c) and (d). The von

ises stress in the purely elastic simulation case exceeds 22.4 GPa 

n large deformation situations, but the maximum value in the 

lasto-plastic material is only 1.0 GPa. As a result, the oxygen con- 

ent distribution of these two samples already shows a difference 

t the early stage of the reaction (t = 10 min). As shown in the first

ow of Fig. 6 (c), the purely elastic sample has very low oxygen con- 

ent at t = 20 min, whereas only a small amount of oxygen (light 

lue region) is present inside the center of the elasto-plastic sam- 

le. Furthermore, the stress distribution in the purley elastic defor- 

ation case is nearly uniform as the core becomes small or even 

anishes, as shown on the top-right of Fig. 6 (d) when t = 20 min.

oreover, as � f increases from 10% to 40%, the stress level in the 
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Fig. 10. Contour plot of (a) oxygen molar fraction, (b) α-iron phase order parameter, (c) von Mises stress, (d) effective plastic strain for the elasto-plastic constitutive solid 

response during the reduction reaction. 
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lasto-plastic cases does not increase as dramatically as the purely 

lastic case. 

The reduction degree and rate for the elastic and the elasto- 

lastic material response cases are plotted in Fig. 7 to further in- 

estigate the plastic deformation effect on the reduction kinetics. 

The reduction degree in the elasto-plastic case (different col- 

red markers) follows the same patterns as the elastic case (solid 

ines with different colors) at the start of the reaction. As the reac- 

ion proceeds, elasto-plastic samples with varying volume change 

atios ( � f = 10% , 20%, and 40%) show similar reduction degrees, as 

hown in Fig. 7 a. This is attributed to the elasto-plastic deforma- 

ion, where the yield stress and hardening are much smaller than 

he bulk modulus in the purely elastic case. This means that in 

he elasto-plastic material response case the local stress values are 

apped to moderate levels even under large volume change ratios, 

ue to stress relaxation in the form of inelastic deformation. Once 

he volume change ratio increases to the larger value of � f = 40% , 

he stress in the elasto-plastic case also reaches a higher level 

about 1.0 GPa). However, this stress is still quite small compared 

o the purely elastic case with the same volume change ratio. Also, 

nce the yield stress for the onset of plastic deformation has been 

eached, the system stress relaxes and the elastic free energy con- 

ribution to the system is reduced. The faster reaction kinetics is, 

herefore, more apparent for cases of higher volume change and 

or the purely elastic material response case. For the elasto-plastic 

aterial response, regardless of the volume change, all cases be- 

ave similar to the case with no mechanical coupling ( � f = 0% ), 

ue to the maintained stress level which is capped at the yield 

oint. For the later stages of the reduction ( f ≥18%), Fig. 7 b shows
12 
hat the reduction degree rate of the elasto-plastic sample is quite 

imilar to that of the elastic sample with a lower � f value. 

The main conclusion of this section thus is, that compared with 

he purely elastic material response case, the plastic deformation 

imits the stress values in the system to the comparably moderate 

ows stress level, leaving only a limited influence of the remain- 

ng elastic stress on the overall reduction reaction. One must of 

ourse consider that this applies specifically for the current sim- 

lation case, where the effects of the dislocations (which are the 

arriers of the inelastic material relaxation) on the mass transport 

nd nucleation kinetics have not been explicitly considered. This 

cenario is similar in its kinetic influence as the purely elastic case 

ith a low volume change fraction, where the mechanical stress 

mpedes the transformation as explained in the previous section. 

n contrast to the purely elastic case, in the elasto-plastic system 

he value of the volume change fraction ( � f ) has a minor impact 

n the system. This is due to the fact that the elastic stress contri- 

utions are capped by the flow stress. 

.3. Simulation of an experimentally observed reduction scenario: 

he effects of real microstructures 

Real iron oxides typically have complex microstructures. On the 

ne hand, they inherit complex defects structures from the mining, 

eneficiation, and pelletizing steps and on the other hand, they de- 

elop additional microstructure features during the reduction pro- 

ess, involving dislocations, interfaces, cracks, and pores [4] . We 

herefore apply the fully coupled model in this section to the sim- 

lation of the reduction process using an experimentally deter- 
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Fig. 11. Analysis of a single pore scenario, for the case of elastic material response. Contour plot of (a) oxygen molar fraction, (b) α-iron phase order parameter, (c) water 

molar fraction, (d) von Mises stress for the purely elastic constitutive solid response, for a scenario with two isolated pores during the reduction reaction. 
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ined microstructure as a starting material. The data for the ini- 

ial microstructure was obtained from a pellet that had been origi- 

ally in hematite state (the most common iron oxide type), which 

ad been subjected to a hydrogen reduction process during which 

he wüstite evolved [4] , i.e. we simulate here the last and most 

luggish stage of the reduction process. For simplicity, we assume 

ere that the wüstite islands fully inherit the morphology from the 

ematite islands in the direct reduction pellet. The secondary pores 

nd other microstructural defects (e.g. dislocations, interfaces) gen- 

rated during the reduction of hematite to wüstite were neglected 

n this simulation approach. The microstructure of the initial sam- 

le was characterized using a Zeiss-Sigma 500 scanning electron 

icroscope (SEM). Fig. 8 depicts the geometry of the sample as 

ell as the converted model with the boundary conditions applied. 

he geometry information has been extracted from the SEM im- 

ge using the Gaussian filters provided by the scikit-image pack- 

ge [80] . At the edge of the gas phase channels, the chemical po- 

entials of hydrogen and water have been fixed to simulate the 

ngress of more hydrogen and the escape of water during the re- 

uction. In the first approach, the fully coupled model is applied 

onsidering only elastic material behavior. At the edges of the open 

hannels in Fig. 8 (b), the hydrogen content is fixed to maintain a 

onstant value of 1%, whereas the molar fraction of water is set to 

ero at the same edges. This boundary condition mimics the re- 

oval of the water which forms as a result of the redox process 

rom the system. The volume change fraction of α-iron ( � f ) is set 

o 10% in this simulation. As shown in Fig. 9 (c), the high stress val-

es are located at the interfaces, where the phase transformation 

akes place. The maximum von Mises stress reaches about 12 GPa. 
13 
he iron oxide region aligned along the solid-gas interface trans- 

ormed first to the α-iron phase, due to the high molar fraction of 

ydrogen intruding from the channel’s edge, as shown in Fig. 9 (a) 

nd (b). Also, the right part of the sample has a higher volume 

raction occupied by channels and pores than the left side, so that 

he former is faster reduced than the latter, as shown in the third 

olumn of Fig. 9 . 

In comparison, results for the (more realistic) case of the elasto- 

lastic material response for the same setup are shown in Fig. 10 . 

n this case, the overall lower elastic stress level (due to plastic re- 

axation) results in a lower oxygen molar fraction and a higher de- 

ree of reduction than observed in the simulation conducted for 

he purely elastic case ( Fig. 9 ) However, rather than at the in-

erface between the oxygen-poor phase ( α-iron) and oxygen-rich 

hase (wüstite phase), the highest stress value is built up within 

he α-iron phase region, associated with the highest effective plas- 

ic strain, as shown in Fig. 10 (d). As discussed in the previous sec- 

ion, the plastic strain is associated with a stress relaxation when 

he yield point is reached, i.e. the stress increases only very mod- 

rately with ongoing reduction. This can cause a delaying effect of 

he stress on the phase transformation, which leads to a faster re- 

uction than observed for the purely elastic simulation scenario. As 

 result, the oxygen content within the sample is lower than in the 

urely elastic case at the same reaction time, as seen in Fig. 9 (a)

nd Fig. 10 (a). 

As the reaction continues, for instance at t = 30 min and 

 = 50 min, the difference in the oxygen content and the α-iron 

hase fraction between the purely elastic and elasto-plastic cases 

ncreases, as shown in Fig. 10 (a) and (c). 
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Fig. 12. Analysis of the same single pore scenario as in Fig. 11 , however, for the elasto-plastic material response. Contour plot of (a) oxygen molar fraction, (b) α-iron phase 

order parameter, (c) water molar fraction, (d) von Mises stress, (e) effective plastic strain for the case of elasto-plastic constitutive response, for a scenario with two isolated 

pores during the reduction reaction. 
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To investigate water formation during the reduction reaction, a 

ample (13.7 μm × 11.4 μm) with two isolated pores has been ini- 

ialized, as shown in Fig. 11 . It is worth noting that the reduction

eaction will come to a halt once the isolated pores are completely 

lled with water, described by x H 2 O = 1 . Consequently, the reaction 

upply rate r in Eq. (27) is treated as zero in this case. 

As illustrated in Fig. 11 (b) and Fig. 12 (b), the α-iron phase is

roduced first along the solid-gas interface. Due to the low stress 

t the early stages of the reduction, the simulation with the elasto- 

lastic material response in Fig. 12 (a) has a similar oxygen mo- 

ar fraction as the case with purely elastic response in Fig. 11 (a). 

ince the hydrogen must diffuse through the wüstite phase to 

each the isolated pore, only a limited quantity of α-iron phase 

s created near the surface of the isolated pores, which is far away 

rom the open gas channel. This is also confirmed from Fig. 11 (c) 

nd Fig. 12 (c), where the isolated pores are completely filled up 

ith water. Furthermore, as seen in Fig. 11 (c) and Fig. 12 (c), 

he molar fraction of water in channels connecting to the sample’s 

dge is nearly zero in all the snapshots, indicating that the water 

as been entirely removed from the reaction zone. Since the wa- 

er’s diffusivity in the solid phase is practically negligible, once the 

solated pores are filled with water, the reduction reaction stops 
14 
ocally around the pore as seen from Fig. 11 (c) and Fig. 12 (c).

uring the reduction process, the α-iron phase is relatively low 

ear these pores. Unlike for the case of the elastic material re- 

ponse shown in Fig. 11 (d), the elasto-plastic reaction can result in 

arger stresses around the surface of the isolated pores than at po- 

itions further away, i.e. within the solid phase far away from the 

ores’ surface. However, the maximum stress level is still observed 

n the α-iron phase around the interconnected channels, as shown 

n Fig. 12 (d). This result demonstrates that the reaction around the 

solated pores occurs slower than the reaction close to connected 

hannels. Despite the fact that the stress levels in these two sam- 

les are considerably different, the trapped water can slow down 

he reaction significantly. As a result, the reaction is limited to the 

nterface surrounding the open channels. Investigating the effects 

f mechanical deformation on damage development and porosity 

volution are work items in progress, to be reported in follow-up 

tudies. 

It is worth mentioning that, the experimentally observed reduc- 

ion time for the pellet sample is about 30 min [4] . However, in

ur microstructure simulation discussed above, the wüstite is not 

ully reduced after 50 min. There are a few points to consider here: 

rstly the macroscopic (pellet) scale reduction involves evolving 
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orosity and increased surface area during the reduction, as op- 

osed to the current model with its fixed channel and porosity 

opology. Secondly, the boundary conditions imposed on the mi- 

rostructure simulation are not the same as the experiments. For 

xample, we only assume that the gas will flow in and out of the 

ystem through the channel opening to the boundary of our box 

see Fig. 8 ). In contrast, in the experiment, the channels are 3D 

etworks so that there will be more percolating pathways for gas 

ow. Note that the core-shell model discussed in Sections 4.2.1 and 

.2.2 is not a homogenized model of the pellet, rather the core 

n that case is quite small (4.2 μm) and has been investigated 

ere to document the general influence of mechanics on the re- 

uction kinetics. A coarse-grained model of the first fully resolved 

icrostructure-based simulation presented here in this work rep- 

esents work in progress, to be reported in future publications. 

uch a model will allow a more direct comparison with macro- 

copic reduction kinetics observed in experiments. 

. Conclusions 

We introduced, tested, and applied a chemo-mechanically cou- 

led phase-field (PF) model to study the iron oxide direct reduc- 

ion with gaseous hydrogen. The constitutive laws for the diffu- 

ion of oxygen, the phase transformation from wüstite to α-iron, 

s well as the elasto-plastic deformation have been derived from 

he system free energy. The model makes use of an existing ther- 

odynamic database for the oxygen-dependent free energies of 

üstite and α-iron. In particular, the thermodynamic database for 

he oxygen-dependent free energies of wüstite and α-iron has 

een incorporated within this PF model. 

We have first benchmarked our model for an oxygen-dependent 

ree energy scenario in a rectangular domain. Simulation results 

how that the predicted phase fractions in the equilibrium state 

gree very well with the analytical results. Next, an iron oxide 

ample with a core-shell structure, where the shell consists of a 

reshly reduced iron layer and the core of wüstite oxide, has been 

xamined. We find that the high volume change from wüstite to 

-iron can result in very high stresses (of the order of tens of GPa) 

or the (more academic) case of purely elastic material response. 

e identified two regimes for a scenario with the purely elastic 

aterial response, mainly governed by the volume change between 

üstite and α-iron. At relatively moderate volume changes below 

5%, the accumulated elastic stress that builds up during the re- 

uction will slightly slow down the reduction kinetics. However, 

or higher transformation volume changes (above 25%), the accu- 

ulated stress during the transformation and the resulting elastic 

nergy have a substantial effect on the shape of the total free en- 

rgy of the system. This additional stored elastic energy (for the 

eference case of a material with purely elastic response) thus cre- 

tes a substantial additional driving force which accelerates the 

hase transformation and results in overall faster reaction kinetics. 

This effect relaxes when considering also plastic deformation: 

he high maximum von Mises stress of 22.4 GPa observed for the 

urely elastic case drops to the much lower yield stress level of 

nly 1.0 GPa for the same volume change ratio for the elasto- 

lastic case. As a consequence, the reduction degree and rate pre- 

icted for the elasto-plastic material shows similar patterns as for 

he purely elastic cases at small volume change ratios. It should 

e noted that in the current work the effect of plasticity on the 

eduction reaction is only coupled through the associated mechan- 

cal energy density, which is much larger for the unrelaxed purely 

lastic case than for the elasto-plastic case, where the energy den- 

ity is capped at the respective yield points. A more realistic cou- 

ling should therefore also include kinetically relevant effects that 

ome with the presence of dislocations and cracks etc., such as the 

ultiple effects associated with the presence of such lattice defects 
15 
n the transport and surface reaction dynamics. These higher-order 

ffects will be investigated in future work. We conducted further 

imulations on experimentally observed microstructures and ob- 

erve a significant role of open channels and pores during the 

eduction reaction. It is shown that the formation of the α-iron 

hase highly depends on the availability of local free surface areas, 

rovided through the local channel and porosity features, acting 

oth, though the change in the local stress state as well as accel- 

rated material transport. 

In summary, we demonstrate that the stresses that build up in- 

ide of the iron oxide during hydrogen-based direct reduction for 

oth, elastic and elasto-plastic deformation scenarios can have a 

ignificant effect on the transformation behaviour, oxygen diffu- 

ion, reduction kinetics, and metallization. Furthermore, we show 

hat the microstructure plays an important role in the reaction ki- 

etics. Including information about the connectivity of the pores 

nd channels is crucial for an accurate prediction of the reduc- 

ion dynamics. In future work, therefore, the evolution of the local 

orosity and delamination features due to loss of oxygen and due 

o mechanical stress during the reduction reaction will be incorpo- 

ated into the model. 
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